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Abstract

This thesis is concerned with a study of singular points of minimizing harmonic
and biharmonic maps.

In the first part we focus on harmonic maps. Minimizing harmonic maps with
prescribed boundary conditions may have singularities. We focus on the model
case of mappings from B> to S?. For some boundary data it is known that all
corresponding minimizers have singularities and the Dirichlet energy is strictly
smaller than the infimum of the energy among the continuous extensions (the
so called Lavrentiev gap phenomenon occurs). We prove that the Lavrentiev gap
phenomenon for harmonic maps into spheres holds on a dense set in the set S
of smooth boundary maps ¢: S — S? endowed with the W !*-topology, where
1 < p < 2. This result is sharp: it fails in the W!-topology of S.

In the second part we consider the case of minimizing biharmonic maps into
compact manifolds. The first step in studying the singularities of such map-
pings is the question of regularity near the boundary. We obtain a conditional
result — assuming a boundary monotonicity formula we prove that minimiz-
ing biharmonic maps are smooth in a full neighborhood of the boundary. We
expect that the boundary monotonicity formula is satisfied by all minimizing
biharmonic maps with sufficiently smooth boundary data.

Keywords: harmonic maps, biharmonic maps, singularities, boundary
regularity

AMS Subject Classification: 58E20, 35]J48, 35J58, 35J35



Streszczenie

Celem niniejszej pracy jest badanie osobliwosci minimalizujqcych przeksztalcen
harmonicznych oraz biharmonicznych.

W pierwszej czesci zajmujemy sie problemem przeksztalcen harmonicznych.
Minimalizujgce przeksztalcenia harmoniczne z nalozonymi warunkami brze-
gowymi moga by¢ osobliwe. Koncentrujemy si¢ na modelowym przypadku
przeksztalcen z tréjwymiarowej kuli w dwuwymiarowg sfere. Dla pewnych
warunkoéw brzegowych wiadomo, ze odpowiadajace im minimalizujace przek-
sztalcenia harmoniczne musza mie¢ osobliwosci oraz ze energia Dirichleta tych
przeksztalcen jest Scisle mniejsza niz infimum energii wziete po przeksztatce-
niach ciaglych (zachodzi tak zwane zjawisko Lawrentiewa). Dowodzimy, Ze
zjawisko Lawrentiewa dla minimalizujacych przeksztalcen harmonicznych w
sfery zachodzi na gestym zbiorze S gladkich przeksztalcen brzegowych ¢ :
S? — S? w topologii WP, gdzie 1 < p < 2. Wynik ten nie jest prawdziwy w
topologii W12, w tym sensie moze by¢ rozumiany jako optymalny.

W drugiej czesci analizujemy przypadek minimalizujgcych przeksztalcen bi-
harmonicznych o wartosciach w zwartych rozmaitosciach. Pierwszym krok-
iem jaki nalezy podja¢ studiujac osobliwosci takich przeksztalcen jest pytanie
o brzegowga regularnos¢. Otrzymujemy warunkowy wynik — zaktadajac brze-
gowg formule monotoniczng pokazujemy regularnos¢ minimalizujgcych przek-
sztalceni biharmonicznych przy brzegu. Spodziewamy sie, ze wynik mozna wz-
mocni¢, to znaczy, ze dla dostatecznie gtadkich warunkéw brzegowych formuta
monotoniczna jest spelniona przez wszystkie minimalizujace przeksztalcenia
biharmoniczne.
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Chapter 1

Introduction

The plan of the introduction is as follows. We start with a brief note about the
Laplace equation in order to view harmonic maps as a natural generalization
of the Dirichlet principle. As the thesis is divided into two parts, first devoted
to harmonic maps and the second to biharmonic maps, so is the introduction.
We introduce harmonic maps and discuss the related regularity, nonuniqueness
and compactness results. Then we turn our attention to fourth order problems
— biharmonic maps and state selected known results. Both of those classes of
maps — biharmonic and harmonic maps — are special cases of k-polyharmonic
maps, which we briefly discuss together with related open problems. Finally,
in Section [1.4) we write about our main results: Lavrentiev gap phenomenon
and instability of singularities for harmonic maps, and conditional boundary
regularity for biharmonic maps.

The standard Dirichlet problem for the Laplace equation is to find a function
u : £2 — R defined on a bounded, smooth domain 2 C R™, which satisfies the
equation

—Au =0 1in,
(1.0.1)

u=@ on ).

It is well known that for a given ¢ € C°(99), there exists a unique solution
u such that u € C*°. Moreover, any solution to (1.0.1) is a minimizer of the



Dirichlet integral
E(u):/\Vude
9)

in the class of functions u : {2 — R satisfying the boundary condition u = ¢ on
0f). The latter fact is known as the Dirichlet principle (and was in fact proved
in 1940 by H. Weyl, for more details on the historical perspective of the Laplace
equation see [[10]).

One might try to generalize this concept in several ways. Here we will deal with
critical points with geometrical constraints. We will assume that our mappings
have values in a manifold.

Let NV be a smooth, compact Riemannian manifold without boundary of dimen-
sion n. According to J. Nash’s embedding theorem [42], we may assume that N/
is isometrically embedded in some Euclidean space R’ for ¢ sufficiently large.
For k € Nand 1 < p < 0o we define the Sobolev spaces

WP (QN) = {u e WH(QR"): u(z) € N forae z € Q},

equipped with the topology inherited from the topology of the linear Sobolev
space WFP(2, RY).

1.1 Harmonic maps

For k = 1 we define the Dirichlet energy for maps u € W12(Q, ) as

E(u):/Q\Vude. (1.1.1)

Definition 1.1.1. We say that a map u € W1%(Q, N) is (weakly) harmonic if it
is a critical point of the Dirichlet energy with respect to compactly supported
variations in the target manifold, i.e.,

d

o E(ly(u+ 1) =0 (1.1.2)

t=0




for all ® € C3°(Q, RY), where Iy : O(N') — A denotes the nearest point pro-
jection onto NV from a neighborhood O(N) C R, for existence and properties
of 1\ we refer the reader, e.g., to [52] Section 2.12.3].

Moreover, we say that a map v € W1%(Q, N) is minimizing harmonic if
E(u) < E(v)
for all v € W2(Q, ) such that u — v € W, *(Q,RY).

Remark 1.1.2. There is an intermediate concept between harmonic and min-
imizing harmonic maps, i.e., the stationary harmonic maps. Those are maps
u € Wh(Q, N'), which in addition to are critical points with respect to
all variations of the domain, that is

G| Bl i) =0 (1.13)

whenever £ € C°(Q2, R™).

Unlike the unconstrained case, the critical points of the Dirichlet energy may
have singularities, are not necessarily minimizers of the energy, and there is no
uniqueness in general in the class of prescribed boundary condition. Moreover,
the corresponding system of Euler-Lagrange equations is a nonlinear system
of second order equations, which reads as

— Au = A(u)(Vu, Vu), (1.1.4)

where A stands for the second fundamental form of an isometric imbedding
of the target manifold N' C R’. Harmonic map equations are important as a
simple and natural (but fairly nontrivial) model case of an elliptic system with
a critically nonlinear right hand side, i.e., the right hand side of the equation
is a priori only in L. The standard bootstrap methods do not yield any extra
regularity of the solutions — regularity for such class of systems is a subtle issue.



Regularity

The topic of harmonic mappings has been extensively studied especially in the
mid 80’s of the last century. In case m = 1 harmonic maps are geodesics, there-
fore must be continuous. In the conformally invariant case m = 2 all harmonic
maps are regular (see the celebrated result by F. Hélein [30]). Starting from
m = 3 the singularities may appear even in the case of minimizing maps. There
are examples of everywhere discontinuous harmonic maps (see the example of
T. Riviere [45])).

If we restrict our attention the the class of minimizing harmonic maps we have
partial regularity results. The seminal results by R. Schoen and K. Uhlenbeck
(48| 149] states that Hausdorff dimension of the singular set is at most m — 3 and
in the case m = 3 the singular set consists of a finite number of points. More-
over, they proved that any minimizing harmonic maps is regular in a neighbor-
hood of the boundary. The result is optimal, because the map u(z) = é—‘ Q) =
B™ — S™~! is minimizing harmonic for m > 3 (see [11} Section VII] for m = 3
and [35] for m > 3).

For stationary harmonic maps it is known that the singular set is of Hausdorff
codimension 2 (see [14] for maps into spheres and a generalization to maps into
any manifold [6]). It is an open problem if the estimate of the singular set for
stationary harmonic maps is optimal. The boundary regularity in general is not
known for stationary harmonic maps. For a conditional result see [55]].

One of the basic tools in the study of regularity is the monotonicity formula
which holds for all stationary harmonic maps. It states that the normalized
energy is monotone with respect to the radius. More precisely, for all radii
0<o<p<po

p2_m/ Vu|* dv — az_m/ |Vul? dr = 2/ r2m
B(y.p) B(y,0) B(y.p)\B(y:0)

where pg and y are such that B(y, p) C €, r = |z —y| and £ is the directional

du

d
ar|

4



derivative in the direction of ﬁ

Aboundary analogue of this fact is known for minimizing harmonic maps and is
one of the key-ingredients in the proof of boundary regularity. Up to our best
knowledge no boundary monotonicity formula is known for stationary har-
monic maps. See also [46] for a different class of harmonic maps and a boundary
regularity result.

Compactness

One of the major problem in the study of regularity of harmonic maps is the
question of compactness. In general, for an arbitrary target manifold A it is
not known if a limit of weakly convergent in W12 sequence of harmonic maps
is harmonic. Partial results were obtained in this direction.

Here, the answer is positive in several cases. First it was proved by R. Schoen
and K. Uhlenbeck, in a very simple situation, that limits of certain minimizing
maps are minimizing and the convergence is in fact strong (see [48, Lemma 5.2]).
Next, R. Hardt and F.H. Lin showed a similar result for minimizing harmonic
maps into simply connected manifolds (see [28, Lemma 6.4]). Finally for energy
minimizing maps into general target manifolds S. Luckhaus [37] (see also [38])
proved that if {u;};cn is a uniformly bounded in W% sequence of minimizing
harmonic maps into general target manifold, then there exists a subsequence
on which u; converges (locally) strongly to a minimizing harmonic map. The
answer is also positive for all maps into round spheres, or, more generally, into
compact homogeneous Riemannian manifolds. The reason behind the latter
result, observed initially by J. Shatah ([50]), is that the harmonic map equation
in that case has its right hand side in the (local) Hardy space. This allows one
to write the harmonic map equation in an equivalent form, as a system of first
order conservation laws in divergence form. The general case is open.



Harmonic maps from B? to S?

First of all let us mention that there is no uniqueness for minimizing harmonic
maps with prescribed boundary condition. T. Riviére in [44] proved that for
every nonconstant boundary condition ¢ : S> — S? there exists infinitely many
solutions to the harmonic map equation.

There are many examples of nonuniqueness of harmonic maps with prescribed
boundary condition. One can find an example of a boundary condition ¢ :
OB? — S? for which there exists uncountably many minimizing harmonic map-
pings u : B3 — S? with u = ¢ on OB? (see [25, Corollary 2.2]).

Let us recall that in this case we know by [48] [49] that the energy minimizers
are smooth except at a finite number of points. By [11] we know more, the
topological degree of a singularity must be +1 and the behavior of v near a
singularity is well understood (up to a rotation u behaves like ﬁ)

There are many examples of non-intuitive behavior of these maps. We mention
below examples that concerns symmetry breaking. It turns out that there exists
a boundary condition ¢ : B> — S? having values on the equator for which the
energy minimizing map u : B3> — B? is continuous, has values on a single hemi-
sphere but not only on the equator. It is clear that minimizers, to such boundary
mappings, always come in “symmetric” pairs (see [26]). F. Almgren and E. Lieb
construct in [3, Section 5] an example of a boundary mapping ¢ : OB% — S?,
©(0B?) = S? such that ¢ is symmetric under the reflection through the equator
of OB? for which the energy minimizers have odd number of singularities, each
of them lying close to either the north pole or the south pole. This example
shows that the singularities also do not preserve the symmetry.

For more information, we would like to refer the interested reader to a very nice
survey paper on singularities of harmonic maps (in any dimension) by R. Hardt
[24].



1.2 Biharmonic maps

A generalization of harmonic maps we investigate here are biharmonic maps.

The Hessian energy (or extrinsic biharmonic energy) for maps u € W%2(Q, /)
is defined as

H(u) = /Q | Aul? d, (1.2.1)

where A is the standard Laplace operator on R™.
We point out that this energy depends on the embedding N/ — R’

A map u € W?2(Q, N) is said to be weakly biharmonic if it is a critical point
(with respect to the variations in the range) of the biharmonic energy, i.e., if it
satisfies

di H(IIp(u+1tC)) =0, (1.2.2)
t t=0

where ¢ € C5°(Q2, RY) and I1 denotes the nearest point projection onto N

Remark 1.2.1. The so-defined maps are usually called extrinsic biharmonic
maps in order to distinguish them from the intrinsic biharmonic maps. Here
we will not consider the latter ones, therefore we will write simply biharmonic
maps for extrinsic biharmonic maps.

Intrinsic biharmonic maps are defined as

Hy = / (Au)T Pz,
Q

where the tension field (Au)? is the component of Au tangent to T}, V. Intrinsic
biharmonic mappings may be seen as a direct generalization of harmonic maps,
because harmonic mappings have vanishing tension field. Therefore, they are
also intrinsic biharmonic. Moreover, for N/ with nonpositive sectional curva-
ture every intrinsic biharmonic map is harmonic. For targets with positive sec-
tional curvature there exist intrinsic biharmonic maps which are not harmonic.
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A survey on the intrinsic biharmonic maps can be found in S. Montaldo and
C. Oniciuc’s article [40].

Unlike the Hessian energy, the tension field does not depend on the embedding
N < R’. Therefore, from a geometric point of view, the tension energy seems
more natural. On the other hand, from the analytic point of view, the Hessian
energy bounds the W22 norm. This is no longer true for the tension energy.

Euler-Lagrange equations

In case N' = R’ the Euler-Lagrange system corresponding to biharmonic maps
is simply
A*u =0

and the solution to this system is said to be a biharmonic function.

For N' = Sf_l the nearest point projection onto a sphere is given simply by
Ige1 () = 777, thus by (1.2.2) we get for any ¢ € C2(€2, R?)

/Q (Au, A (C = (u, Ou)) da = 0. (1.2.3)

The expression ( — (u,()u is the tangential part of (. Thus, the geometric
interpretation of the equation is

A%y L T8 (1.2.4)

Differentiating |u|? = 1 twice with respect to z; and twice with respect to x; it
can be easily seen that for k € {1,...,(}

k u" uF ko b k, k _
2u,, iz Uz by 2% i Uiz T uwm v T 2u% viwgr; T W U o =0, (1.2.5)
and
k k 2
2ux ijL]uxz (‘VU| ) Umm s »Bz \Au|
2y 4 Uy o = 2Vu - VA, U Uy e = (u, A’u),



where - denotes the inner product on R’ and 4, j € {1,...,m}. Multiplying

by u we obtain
— <\Au\2 + A(|Vul*) + 2Vu - VAU)U = (u, A’u) u = A’u,

where the last inequality is a consequence of (1.2.3). Thus, the Euler-Lagrange
equations take in this situation the form

A2y = — <\Au\2 + A(|Vul?) + 2V - VAu>u. (1.2.6)

We note that, even though there appear third order derivatives on the right-
hand side of the equation, they are in divergence form, the equation can be
interpreted in the distributional sense for maps from W%2. The right hand side
of the equation can be seen as B(u, Vu, V?u), where |B| < |[Vul? + |[VZul%.

For general target manifold, we similarly get, as in the situation of maps into
spheres, the geometric interpretation of the Euler-Lagrange equation

A*u 1L T,N. (1.2.7)

Let us introduce the notation before stating an analytical equivalent form of the
equation (1.2.7). Let p € N, P(p) = VIIy(p) be the orthonormal projection
onto the tangent space T,'. The orthonormal projection onto the normal space
will be denoted by P+. We notice that P + P+ = id. Moreover, let A(-)(-, ) be
the second fundamental form of N in R’, given by

A(p)(X,Y) = PH(Vx(Y)) for X,Y € T,N,

where X, Y have been extended to tangent vector fields of A in a neighborhood
of p. The corresponding Euler-Lagrange equation takes the form (for derivation
of this system see for example [58]])

A*u = (A(P(u)), Au) — A(A(u)(Vu, Vu)) + 2(V(P(u)), VAu), (1.2.8)

in the sense of distributions.

One can see that the system (1.2.8) is a nonlinear fourth order system of equa-
tions of critical growth.



Partial regularity

We note that in case m = 4 the Hessian energy is conformally invariant, and
hence conformal maps of the Euclidean four space are biharmonid!] The inves-
tigation of regularity of biharmonic maps was initiated by S.-Y. A. Chang et al.
n [12]. They have investigated mappings with values in the sphere S'~!. In
case m = 4 they proved the regularity of all biharmonic maps, while for m > 5
they have proved that stationary biharmonic maps are C'° except a closed set
3’ of Hausdorff dimension at most m — 4. Their result was partially extended
to general target manifold by C. Wang in [57, 56, 58]. Alternative proofs were
given by P. Strzelecki [54] for m = 4, N' = S*"!, T. Lamm with T. Riviére [33]
for m = 4 and arbitrary A/, M. Struwe [53]] for m > 5 and arbitrary target
manifold V.

In [12] S.-Y. A. Chang, L. Wang and P. Yang derive from the stationary assump-
tion a monotonicity formula, although only for sufficiently regular maps. That
formula was crucial in the proof of partial regularity for m > 5. A rigorous
proof of the monotonicity formula was given by G. Angelsberg in [5].

In the case of minimizing biharmonic maps the partial regularity results may
be strengthened. First it was observed by M.-C. Hong and C. Wang in [31]] that
for N' = S'~! the singular set . has Hausdorff dimension at most m — 5. One
can prove the optimality of this result considering a map ﬁ : B® — S* (see
[31, Proposition A1l.]). Finally, C. Scheven in [47] reduced the dimension of
singular set of minimizing mappings for an arbitrary target manifold /. His
result states that, as in the case N' = S!, the singular set > of minimizing

biharmonic maps has dimy > < m — 5.

In a recent paper C. Breiner and T. Lamm [9] prove that each minimizing bihar-
monic map is locally in W*? for 1 < p < 5/4.

This fact does not hold true if one tries to generalize biharmonic maps to arbitrary smooth manifolds in the
domain in the most obvious way: as critical points of [ m A mu|?dvol pq, where the standard Laplace operator
was replaced by the Laplace-Beltrami operator A 4. In order to have conformal invariance in dimension 4 one
should consider the so called Paneitz functional (see e.g [19, Section 1.5] and references therein).
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The boundary regularity for minimizing biharmonic maps in general is not
known.

Let us mention here two inconclusive results in this direction. Firstly, it was
shown in [34] by T. Lamm and C. Wang that polyharmonic maps, in the con-
formal case m = 2k, enjoy the property of being continuous in a neighborhood
of the boundary. Although, the proof is strongly dependent on the relation
m = 2k and one might not extend this method to the case m > 2k. The other
results concerns partial boundary regularity for stationary maps. It was shown
in [22]] by H. Gong et al. that if we impose an additional condition on the bound-
ary mapping then there exists a closed subset ¥ C €, with H™*(X) = 0 such
that the stationary biharmonic map is smooth up to the boundary, except possi-
bly the set >.. The additional condition is the boundary monotonicity formula.
Unlike the monotonicity formula, the boundary monotonicity formula is an ar-
tificial assumption — it is unknown whether it can be deduced for all stationary
maps. The result [22] is a biharmonic counterpart of a result by Wang [55] for
stationary harmonic maps.

Compactness

Unlike the case of minimizing harmonic maps it is not known if a sequence
of weakly convergent minimizing biharmonic maps converges to a minimizing
biharmonic map, unless N = S~ 1.

In [31] M.-C. Hong and C. Wang proved that the mapping ﬁ :B° — S'isa
unique minimizing map for its boundary condition. Moreover, they proved that
there exist infinitely many solutions to system of biharmonic map equations for
the boundary condition % It seems that boundary regularity would allow us
to establish a similar result for general boundary data.

The boundary regularity of biharmonic maps is a first step to understand which
modifications of boundary maps ¢ : S* — S* forces the singularities to appear.

11



1.3 k-polyharmonic maps

We mentioned above the polyharmonic maps. A k-polyharmonic map is defined
for u € WH2(Q, N) as a critical point of

Ek’Q(u):/\Vkude.
0

Complete interior and boundary regularity of k-polyharmonic maps in the crit-
ical dimension, i.e., in W*2(R?*, \/) was obtained in [18] and [34] respectively.
A partial regularity result in the supercritical dimension m > 2k was obtain for
maps into simply (2k-1)-connected manifolds, see [17].

The reason why the partial regularity results known for harmonic and bihar-
monic maps do not have their counterpart for k-polyharmonic maps is the lack
of a monotonicity formula for £*? with exception of partial results in this di-
rection, see Blatt’s [8] for k£ = 3 and a certain range of dimensions .

1.4 Main results

Harmonic maps. We prove in the model example ) = B3, ' = S? that the
singularities are unstable, when one takes into account small perturbations of
the boundary data in the topology of each of the spaces W?, 1 < p < 2.
More precisely, we prove that for each positive integer M the set of smooth
maps 1p: S> — S? of prescribed degree d € Z which have the following three
properties:

(i) there is a unique minimizing harmonic map u: B> — S? which agrees
with ¢) on the boundary of the unit ball;

(ii) this map u has at least M singular points in B3;

12



(iii) the Lavrentiev gap phenomenon holds for ¢/, i. e., the infimum of the Dirich-
let energies F(w) of all smooth extensions w: B> — S? of ¢ is strictly
larger than the Dirichlet energy [g; |Vu|® of the (irregular) minimizer v,

is dense in the set S of all smooth maps ¢: S> — S? of degree d endowed
with the W!P-topology, where 1 < p < 2. This result is sharp: it fails in the
Wh2-topology of S.

To do this we apply F. Almgren and E. Lieb’s lemma [3] and show how to in-
stall singular points in the modified boundary map. One of the very important
tools in this construction is the uniform boundary regularity of minimizing har-
monic maps, which helps us control the degree and modify the boundary data
in such a way that we can ensure that for the new map there exists precisely
one minimizer.

Biharmonic maps. We prove that under the assumptions of boundary mono-
tonicity formula biharmonic maps with Dirichlet boundary conditions are con-
tinuous in a full neighborhood of the boundary. Similarly as in the harmonic
case [49] the complete boundary regularity is based on the nonexistence of non-
constant boundary tangent maps. The proof of nonexistence of such maps does
not require any additional assumptions — a boundary monotonicity formula is
not needed for this fact.

By Dirichlet boundary conditions we understand that for a given ¢ € C*°(Q5, N)
and some § > 0, where Q5 = {z € Q : dist(z,9Q) < J} we have for a bihar-
monic map v € W22(Q, N)

u=¢ond), Vu=Ve¢ondl.

Added in proof. When this thesis was completed the author has learned
that S. Altuntas [4] proved that minimizing biharmonic maps satisfy boundary
monotonicity formula for sufficiently smooth boundary conditions.

13



The dissertation is organized as follows. It is divided into two topics — harmonic
and biharmonic maps. In the second chapter we present the results concerning
the Lavrentiev gap phenomenon for harmonic maps from B? into S?. The first
two subsections[2.1]and [2.2] are the content of paper [39] coauthored by P. Strz-
elecki. They deal with the case of zero degree boundary conditions. The sub-
section[2.3|shows how to extend the result into boundary mappings of arbitrary
degree. The third chapter is concerned with conditional boundary regularity of
biharmonic maps. The general overview of the strategy of the proofs is specific
to its chapter and is introduced at the beginning of each chapter. At the end we
included appendices to both chapters. Appendix [A]is a construction of a map
used in a proof in Chapter 2l Appendix [B| contains proofs of two additional
facts about biharmonic maps near the boundary, which slightly differ from the
interior case.
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Chapter 2

The Lavrentiev gap phenomenon for
harmonic maps into spheres

In this chapter, we revisit a well-known topic, the study of singularities of maps
u: B3 — S? which minimize the Dirichlet integral

Ew) = [ |Vul|?dz, u e WH(B*,S?) (2.0.1)
B3

under a prescribed boundary condition u |gps = ¢: S*> — S2. Here, B stands
for the open unit ball in R3, S? is the unit sphere, and

W(B3, S?) = {v = (v1,v2,v3) € WH(B?, R?): |u(z)| = 1 for ae. x € B’} .
Moreover, for a map ¢ in the fractional Sobolev space H'/?(S?, S?) we write

W(;’Q(IB%B, S?) = {v € W'*(B* S?): v|sms= ¢ in the trace sense} .
Minimizers of the Dirichlet integral in W)?(B?,S?) satisfy the Euler-
Lagrange system

— — 2 : 3
{ Au |Vul*u in B”, (2.0.2)

ulogs = .
The main motivation behind the present work was to reach a deeper under-

standing of the mechanisms governing the onset of singularities of solutions,
and the cardinality and structure of the set of minimizing solutions for a fixed
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boundary condition. We also wanted to know whether the Lavrentiev gap phe-
nomenon, cf. below, occurs typically (in a precise topological meaning).
Despite the work of numerous experts over the last three decades, this topic is
still not fully understood. Our main result states, roughly speaking, that even
in the case when there is no purely topological reason for the solution of
to be discontinuous, singularities of u do occur under arbitrarily small (in the
WP sense, for 1 < p < 2) perturbations of an arbitrary smooth boundary data

®.

Before giving formal statements of the results, let us sketch a broader perspec-
tive.

When deg ¢ # 0, all solutions of in W)*(B?, S*) obviously have singu-
larities, as ¢ has no continuous extension u: B* — S%. By a celebrated classic
theorem of Schoen and Uhlenbeck [48]] the singular set of a minimizing solution
of consists of isolated points. By another theorem of Almgren and Lieb
[3], if the boundary condition ¢ has square integrable derivatives on S?, then
the number of these points does not exceed a constant multiple of the bound-
ary energy e, |V7p|?do. (Non-minimizing solutions can behave in a wild way:
Riviere [45] proves that for any non-constant boundary data ¢ there exists an
everywhere discontinuous solution of the harmonic map system (2.0.2).)

However, even when ¢: S? — S? satisfies deg o = 0 — so that a priori there
is no topological obstruction for a map u € WJDQ(B?), S?) to be continuous —
minimizers of £ in W;’Q(]B%?’, S?) might be singular because this is energeti-
cally preferable. Hardt and Lin [27] give an example of a smooth zero degree
boundary data &: S* — S? which is H'/?-close to a constant map and has the
following properties:

(a) Each minimizer v of F in W%’Q(IBB?’, S?) has at least M singular points (the
number M can be prescribed a priori);

(b) The Lavrentiev gap phenomenon holds for F' in W%’Q(]BB?’, S?). By this, we
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mean the following inequality:

(@) := min  FE(u) < a(p) = inf - E(u). (2.0.3)
WL?(B3S2) WL (B2,§2)NCO(B)

An immediate consequence of is that W%Q(IB%?’, S*) N e (E?)) is not dense
in W;*(B?, ).

As Bethuel, Brezis and Coron have shown, cf. [[7, Theorem 5], for boundary
conditions ¢ of zero degree, the Lavrentiev gap phenomenon is equivalent to
the fact that all minimizing harmonic maps in W;’Q(IB%?’, S?) have singularities.
Other examples of unexpected and counterintuitive behavior of singularities
of minimizing harmonic maps have been given by Almgren and Lieb in [3].
In particular, a minimizer v of F in Wé’Q(IB%?’, S?) can have a large number of
singular points even if det V7o = 0 on S? and ¢ maps the whole sphere S?
to a smooth curve 7. The abstract of [3] ends with the phrase: “in particular,
singularities in u can be unstable under small perturbations of .

Our main result ascertains that the message of the last sentence, singularities
can be unstable, may be strengthened, i.e., replaced with a firm singularities
are unstable, at least when one takes into account small perturbations of the
boundary data in the topology of each of the space W?, 1 < p < 2. Here is
the precise statement.

Theorem 2.0.1. Assume that o € C*°(S* S?) is an arbitrary smooth map with
degp = 0 and 1 < p < 2. Then, for each ¢ > 0 and each M € N there exists a
map ¢ € C°(S?,S?) such that

(i) degp = 0;
(i) [ — @llwir < € and H*({z € S*: ¢(z) # ¢(2)}) < &

(iii) the Dirichlet integral E has precisely one minimizeru & Wé’z(]B%?’, S?); more-
over, U has at least M point singularities in B,

'We have just changed Almgren and Lieb’s notation from ¢, ¥ to our u, ¢ respectively.
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Combining the above result with Bethuel, Brezis and Coron, [[7, Theorems 5-6],
one immediately obtains the following.

Corollary 2.0.2. Assumethatp € C*(S? S?) anddeg p = 0. Let p € C>(S?,S?)
be given by Theorem|[2.0.1, Then the Lavrentiev gap phenomenon holds for

®.

It is a natural question whether the occurrence of such boundary data is a typical
property in the class of all maps of degree zero, i. e., whether the set of mappings
@: S? — S? such that conditions (i) and (iii) of Theorem hold contains a
countable intersection of open and dense sets of maps of zero degree in H'/? (or in
some other topology). In spite of some efforts, we have not been able to settle
that question.

The main novelty of Theorem and its proof is that (1) we show that the
singularities are unstable in a generic sense, (2) in order to achieve that, we
show how to combine an appropriately modified idea of Hardt and Lin, applied
by them only to constant boundary conditions ¢: S* — {x}, with a revisited
version of Almgren and Lieb’s method of installing new singular points, see [3|
Theorem 4.3]. A bridge between these two ingredients is provided by a brief
topological argument which guarantees that for each boundary condition ¢
with deg ¢ = 0 there exist two antipodal points +¢ € S? such that ¢ maps
them to the same point of S?, p(q) = ©(—q). We select any pair of such points
and, roughly speaking, show how to insert numerous tiny bubbles into ¢ close
to those two antipodal points to obtain the new boundary condition . This
way,  is changed only in two little spherical caps centered at ¢ € S?, so that
the second statement in (ii) in Theorem does hold.

To control the degree of ¢ and to guarantee the uniqueness of minimizers of the
Dirichlet integral in Wé’Z(IBS?), S?), we employ the uniform boundary regularity
of minimizing harmonic maps combined with the fact that harmonic maps are
real analytic in the interior of the regular set.

Finally, the distance from ¢ to ¢ in WP is estimated by a technical, explicit

18



analysis of the small bubbles. It is crucial here that p < 2: the computations
in Lemma break down for p = 2, and an application of Almgren and
Lieb’s [3, Theorem 2.12] shows that Theorem indeed fails for p = 2, see
Remark[2.2.9] On the other hand, Hardt and Lin’s Stability Theorem [29] asserts
that for a Lipschitz boundary mapping 1) with unique energy minimizer v, each
minimizer u for a boundary mapping IZ sufficiently close to 1 in the Lipschitz
norm has the same number of singularities as v. In that sense, the W1 topology
for 1 < p < 2 in Theorem [2.0.1]is optimal.

In Section [2.3| we extend the result into maps of arbitrary degree. The method
presented there avoids the topological argument in the situation of mappings of
zero degree. This time we will not modify the boundary mapping on antipodal
points, instead we will change it only on a small disk around a point we choose.
In order to preserve the topological degree of the modified map we use a com-
position with an orientation reversing map — a rotation whose determinant is
negative.

The notation throughout the chapter is standard. For the standard Euclidean
open ball we write B(x,r) = {x € R : |z — 2| < r} and for fixed ¢ € S? we
write D(q,r) = B(q,r) N'S? for the spherical cap formed by the intersection of
the ball B(q, ) and the unit sphere. We denote by A the closure of the set A.
We write

OE(p) = / Vro|*do
SQ

to denote the boundary energy of amap ¢: S — S?. Foramap u: B® — S? we
set

J(x) = J(u)(x) = y/det (Du(x) Du(x)T).

If the rank of Du(x) is maximal, i.e., equal to 2, then J(u)(x) measures how
Du(z) |y, where V is the orthogonal complement of ker Du(x), distorts the
surface measure: for an arbitrary ball B centered at x, the Jacobian J(u)(z) is
equal to the ratio of H*(Du(z)B) to H*(BN V).

We recall the standard fact, which will be used in several places, that if p: U C
S? — S*is conformal, then [, [Vr¢|*do = 2H*(4(S?)).
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Throughout this chapter the term "minimizer" will always refer to an S? valued
mapping minimizing the Dirichlet energy to given boundary data.

This chapter, with the exception of Section is based upon joint work with
Pawet Strzelecki (see [39]).

2.1 Installing new singularities

We start with a theorem of Almgren and Lieb, see [3, Theorem 4.3], which
describes how to modify the boundary mapping so that its energy minimizer
would have a singularity and the energy of the new minimizer would be almost
the same as the energy of the initial one. This result will serve as a main tool
in constructing ¢ in the proof of Theorem 2.0.1]

Before giving the statement, we introduce the notation which will be useful in
several places below.

Definition 2.1.1. For a fixed map © : S? — §2?, which is smooth near a point
q € S? and for a fixed number o > 0, we let [¢/], ,: S* — S* denote any smooth
boundary map which arises from v by a small deformation in a neighborhood
of ¢ so that the following four conditions are satisfied:

(@) [¢]g,0(x) = 1(z) whenever |z — g| > o;
(b) [W]go(x) = ¥(q) if [z — g = 0/2;

(c) The restriction of [1], , to the annular region § < |z — ¢| < o satisfies the
Lipschitz condition with a Lipschitz constant L. which depends only on )
and not on p;

(d) [¢)],.0 is a diffeomorphism of the spherical cap {|z — ¢q| < ¢/2} N S* onto
the punctured sphere S?\ {1/(¢)} such that the boundary Dirichlet integral
energy of [¢], , on this cap equals 87 + o(1) as o — 0.
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It is well known that such maps exist, e.g. a modification of the mapping ob-
tained in [2, Appendix A.2]. If we identify the spherical cap from (d) with a
disk and assume that ¢)(¢) = (0,0,1) = zx we can map a concentric annu-
lus, properly contained in the disk, to the whole sphere without two spherical
caps centered at zy and —z consisting of points whose angular distance (in
radians) from the point x are smaller or equal § and from the point —x are
greater or equal m — £, respectively. To do this we use a rescaled and rotated
inverse stereographic projection. It is a smooth conformal mapping and there-
fore its Dirichlet energy is equal twice the Hausdorff measure of the image (and
hence approaches 2 - 47 as ¢ — 0). The remaining disk and annuli from the
domain can be mapped into both punctured spherical caps left in the image
without changing the Dirichlet integral too much.

We shall sometimes say that [¢], , arises from ¢ by inserting a smooth bubble
at q.

Theorem 2.1.2 ([3, Theorem 4.3]). Suppose u : B> — S? is a minimizer which
is unique for its boundary mapping v : S* — S* and which has an interior
singularity at p € B?. Assume 1) has finite boundary Dirichlet integral energy
and is smooth near ¢ € S* and let 1); : S* — S* be any sequence of continuous
boundary mappings such that1; = [1)],2/; for all j sufficiently large.

Finally, let u; be any minimizer in B> with boundary mapping ;. Then, for all
sufficiently large j, the mapping u; will have at least two interior singular points
q; and p; such that q; — q andp; — p as j — oo.

Since we had some trouble to follow the argument in [3] — in particular the
lines 11-14 on page 521 — in full detail, we include here a more detailed variant
of Almgren and Lieb’s proof, explaining the parts which were unclear for us.

Proof. The proof consists of five steps.

21



SteP 1. We first show that u; — u strongly in H'. By [3, Theorem 1.1],

E(uj) < Cy/OE ;) < CA/OE(Y) + 81 + L,

so sup; F(u;) < oo and sup; OF(1);) < oo. Passing to a subsequence, without
changing the notation, 1); converges weakly in H', strongly in L?, and point-
wise almost everywhere to a map v)y. Moreover, by [3, Theorem 1.2 part (4)]
(after passing to a subsequence) u; converge strongly in H' to some g and
is a minimizer for its boundary mapping . However, by its very definition
Vj(x) = ¥(z) for all z € S*\ {q}, so that 1)y = 1 a.e. and by the uniqueness
of u we obtain that uy = w.

STEP 2. Now the existence of interior singular points p; of u; for sufficiently
large j, as well as the convergence p; — p, follows from [3, Theorem 1.8 part
(2)]. (In short, if all u; were regular in a small neighborhood of p, the scaled
energy of u over a small ball B(p, 2/7) would be small enough to guarantee the
regularity of u at p.)

STEP 3. By the Boundary Regularity Theorem [49] and monotonicity formula
(see e.g. [2, Corollary 1.7]), we may choose an R > 0 such that for eachr < R/2
we have fB(q o) (Vu(z)|? de < 27r.

STEP 4. As ¢ : S? — S? is continuous near ¢, for any ¢ > 0 we may find a
§ > 0 such that if |z — q| < 0, z € S% then |1 () — 1(q)] < &. Let us fix e > 0
)

and assume that for a fixed small r = min(3, %R) independent of j there is no

singularity for each u; in the region |z — ¢| < 2.

Combining the elementary inequality 2|.J(x)| < |Vu(z)|? and the co-area for-
mula

(@) de = H (u™{w}) dH (w),

weS?
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see [15, Chapter 3], one obtains

/ \Vu(x)|? do > 2/ H' (v H{wn{r < |z —q| < 2r}) dH*(w).
{r<|z—q|<2r} wes
(2.1.1)

For ¢ € S?, to shorten the notation, we write A(g; a,b) = (B(g,b)\B(g, a))NS?
for the intersection of the annulus B(q,b) \ B(q, a) with the unit sphere. We
also write Uy = 0 (B(g,t) NB?) for the boundary of the intersection of the
unit ball and the ball centered at ¢ of radius ¢, and U, = 9B(q,t) N B> for
the boundary of the ball centered at ¢ of radius ¢ intersected with the unit ball.
Finally, V. = B(w(q),e) N S? stands for the spherical cap established by the
intersection of a ball centered at ¢)(¢q) of radius € and a unit sphere.

We will use to estimate the energy of u; for sufficiently large j’s in the
region r < |z — ¢q| < 2r. We consider j > 2/r, so that the strict inclusion
D(q,2/j) & D, := D(q,r) holds. By assumption (d), ¢;(D(q,1/j)) = S*\
{1 (q)} and v; is injective in this small spherical cap, i. e., forany y € S*\{v(q)}
the set ¢|B%q’1 /;7(y) consists of only one point. By (a) and (c), we also have

¥i(A(g;1/7,2/5)) & Ve and ¥;(A(g;2/4,2r) C V-

Since, by the assumption above, u; is continuous in the region {|z — ¢| < 2},
we have deg (Uj\ut) = 0 for every ¢t < 2r because the set U4, is topologically a
sphere. Now, choose a number ¢ € (r, 2r), fixapointy € S*\ {(A(g;1/4,1))}
and consider the set (u;|y,) ! (y) of all its preimages. We know that there exists
precisely one pointa € D(q,1/j) suchthat;(a) = uj(a) = y; since the degree
is 0 we deduce that there must be another point b € U, such that u;(b) = y
(with a reverse orientation than at a). This degree consideration shows that
for each t € (r,2r) there exists a point z; € U, such that u;(x;) = y. Since
S2\{¥(A(g;1/4,7))} D S*\ V., we have 1! (uj_l{w}ﬂ{r <l|lz—q|<2r}) >
rfor allw € §?\ V..

A simple computation yields H*(S*\ V.) = 7(3 + (1 — %)2 )Thus, for € small,
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Figure 2.1: Left: the domain of u;. On the top part of S?, four shaded areas are visible: the dark
gray cap D(q,1/j), a lighter annulus A(q;1/7,2/7), still lighter narrow annulus A(q;2/7,7),
and the lightest U, \ D,., with the rest of the boundary of B3 N B(q, t) ‘hanging below’. Right:
the image of w;(U;), with corresponding shades of gray. The innermost dark cap D(q,1/j) is
mapped to almost the whole sphere, like a blown-up piece of the bubble gum.

by formula we obtain

/ |V (2)|*dz > 2/ #H! (u;l{w}ﬂ{fr’ < |z —q| <2r}) dH*(w)
{r<|z—g|<2r} S?

22-7’-7r(3—|—(1—%)2>

> 7.

Having in mind the inequality [ Blg.2r) |Vul?dx < 2mr from Step 3, this is a
contradiction to the strong convergence obtained in Step 1. Thus in the region
|z — q| < 2r for sufficiently large j’s each u; has a singularity ¢;.

STeEP 5. Now it suffices to show that ¢; — ¢ as j — oo. Since ¢ > 0 was
arbitrary, we may choose a sequence of €; ™\, 0 such that the corresponding
r; \¢ 0 and the regions B(q, 2r;) in which the singularity ¢; appears will shrink

to {q}. O
Remark 2.1.3. The assertion of Theorem 2.1.2/holds true if we replace each 1,

24



by a smooth approximation % such that the modification in the region |z —¢q| <
% from Definition [2.1.1|(d) remains a diffeomorphism of the smaller disk to the
whole sphere without a small cap centered at ¥)(q), such that for sufficiently
large j’s this cap is contained in V. from Step 4. One may easily check that it
does not affect the proof.

2.2 Mappings of zero degree

Construction of ¢

The main idea is as follows: we will modify ¢ on two antipodal sets (in fact, on
two little antipodal spherical caps in S?) of small measures. The modified @ will
be arbitrarily close to ¢ in the space W'?, 1 < p < 2 although its oscillations
on these disks will be large in C°. In the first step of the construction, we shall
perturb the original mapping slightly, to make it constant on those two disks.
Next, roughly speaking, we repeat the construction of Hardt and Lin in [27] in
those regions to obtain our ¢.

At the beginning of this section we recall without proofs a few known results
which will be used in the proof of Theorem In the second part we con-
struct our boundary condition and we close the section with the proof of The-
orem

Auxiliary propositions

The following theorem is a restatement of boundary regularity criterion of
Schoen and Uhlenbeck [49]. This form, convenient for our purposes, is taken
from [3, Theorem 1.10 (2)].
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Theorem 2.2.1. There exists ¢ > 0 with the following properties. Suppose f :
R? — R is three times continuously differentiable with f(0) = 0, [V f(0)| = 0,
and each partial derivative of f up to order 3 does not exceed c* in absolute value.
Suppose also that oy : R? — S? is three times continuously differentiable and that
each partial derivative of o up to order 3 does not exceed €* in absolute value.
Finally suppose that u* is a minimizer in the region

{(z,y,2) 2> +y* < land f(z,y) <z <1}
and the boundary mapping ©* for u* satisfies the condition that

o (z,y, f(x,y)) = po(z,y) whenever 1° + yQ < 1.

Then there is a two times continuously differentiable mapping uy : R* — S? such
that each partial derivative of uy up to order 2 does not exceed ¢ in absolute value
and u* coincides with v in the region

1
{(9673/72)1$2+92§§andf(ﬂf,y) Szés}.

The next theorem was discovered by Almgren and Lieb; a precise statement can
be found in [3, Theorem 4.1 (1)]. It asserts that the boundary mappings having

unique minimizers are dense in H'(9B?). Theorem [2.2.2} and the trick used in
its proof, will play an important role in our construction.

Theorem 2.2.2. Suppose that q is a point in OB?, ¢ > 0, and that ¢ : OB — S?
is a boundary mapping with OE(p) < oo. Then there is another mapping ©* :
OB> — S? which coincides with ¢ except possibly on that part of B> within the

ball B(q, €), which differs from ¢ in H'(OB*) norm by no more than ¢, and for

which there is exactly one minimizer u* : B3 — S? having boundary mapping
*

@Y.

The key observation in the proof of the above theorem is the following lemma
which follows easily from the fact that harmonic maps into S? are real analytic
away from their singular points (see the proof of Theorem 4.1 in [3]).
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Lemma 2.2.3. Suppose € is a proper subdomain of a larger domain 2* and u is
any minimizer (not necessary unique) in )*. Then the restriction u|q of u to Q) is
the unique minimizer for its boundary mapping.

To install singularities as in Theorem we need to ensure that there ex-
ists precisely one minimizer for our boundary mapping. To this end, we have
to modify the boundary mapping taking two issues into account. First, the
W1P(OB3) norm should not change too much; it turns out that we can control
even the W12?(9B?) norm. This ingredient is provided, basically, by Theorem
Its variant, adapted to our purposes, is proven later on in Lemma [2.2.8|
Secondly, we need to make sure that our new mapping has degree zero. This
follows from an argument based on Theorem [2.2.1]

We note here that we have already used the boundary regularity in Step 3 of
the proof of Theorem[2.1.2]

Construction of ¢

We start with the observation that if deg ¢ = 0 then there exist two antipodal
points ¢, —q € S? such that ¢(q) = ¢(—q). For the existence of such ¢ € S?,
see for instance Granas and Dugundji [23| Part II, p. 94, Thm. (6.1)]. For the
convenience of the reader, we give here the gist of a quick argument: assume
on the contrary that ¢(q) # ¢©(—q) for all ¢ € S% one then easily constructs
a homotopy from ¢ to another map ¢y which preserves the antipodes, i.e.,
©0(q) = —po(—q) for each ¢ € S2. This is done as follows: for a given g € S?, if
we already have ¢(q) = —p(—q) for some g € S?, then the homotopy changes
nothing; if (q) # —¢(—q), then the two distinct points p(4q) € S? determine
a unique arc v of the great circle such that the length of v is smaller than T,
and we let p(+£q) travel at equal, constant speeds towards two antipodal points
=+q on that great circle (note that v is located symmetrically on one of the half-
circles joining +¢). However, it is well known that each map which preserves
the antipodes must be of odd degree, a contradiction.
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In the remaining part of this section, we simply say that +=¢ € S? are the an-
tipodal points of . First, we perturb ¢ slightly by making it constant close to
+q.

Recall that D(a,2/7) = B(a,2/j) N'S? denotes a spherical cap centered at a.

Definition 2.2.4. For each ¢ € C*(S% S?) with deg(¢) = 0, having two
antipodal points =g € S?, and for a fixed number § > 0 such that

H? (0(D(q,26)) Up(D(—q,26))) < 4,

we let 1 : S* — S? denote any intermediate smooth mapping such that

(1) p1(x) = p(q) for z € D(q,0) U D(—q,0);
(2) @1(x) = @(x) on §*\ (D(q,20) U D(—q,20));

(3) On each of the two annuli D(=+¢q, 20)\ D(+£q, d) the map ¢ is given by a
composition of ¢ with a smooth diffeomorphism from the annulus to the
punctured disk D(+q, 2§) \ £¢ with Lipschitz constant of both diffeomor-
phisms K. It is easy to see that one can have K < C'§~! with an absolute
constant C'.

The parameter § will be important in our further estimates. Therefore, we ex-
plain the choice of 0 in the following lemma.

Lemma 2.2.5. For eachc > 0 and each 1 < p < 2 there is a > 0 such that the
map 1 specified in Definition|2.2.4 above has deg(1) = 0 and

£
V(o = o)l o oms) < 1

Proof. By Sard’s theorem (and the assumption that o(D(q, 29)) Up(D(—gq, 20))
is not of full measure) we may choose a regular value y of (1 such that y ¢
©(D(=%q,260)); by definition, the preimages of y under ; are the same as its
preimages under ¢ and both maps coincide in a small neighborhood of each of
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those preimages, so that deg(p;) = deg(p) = 0. Since ¢ € C™(S? §?), we
have max,csz |Vrp(r)| < oo and, as ¢ Z ¢ only on the disks D(+q, 20) and
V1 =0on D(+q,9),

IV - eDlom < [ IVee@Pdo+ [ [Fra@pPds

D(q,20) D(q,26)\D(q,9)
+ [ re@rior [ Ve
D(_QaQ(S) D(_Q726)\D(_Q76)
< (8m8% + 6762 KP) max \Vrp(x)|? (2.2.1)
Tre

< 8CPm* P maéx(\VTgo(x)\p + 1),
z€S?

where the last inequality holds provided that 0? < C?/4, with C being the
constant from Definition (3). Thus choosing 0 such that

0 <
(4p 80P T max,cs (Vg (@) + 1))

we obtain ||V (¢ — ¢1)]| Loms) < T

[]

We now fix ¢; as above and, perturbing it, define a new intermediate map
©0y: S — S% Let a = arccos (1 — 2% + %) denote the length of the arc

v N B(q, ), where v is any great circle through ¢q. Without loss of generality
suppose from now on that ¢ = 2 = (0,0,1) € S?. Roughly speaking, we are
going to insert 2/ appropriately small bubbles into (;, at points £¢; close to
+q, preserving the degree but forcing the minimizers to be singular at many
points.

Definition 2.2.6. Let §; = (O,Sin (MLL) , COS (Aﬁl)) € B(q,0)fori=1,..., M,

For sufficiently large j’s, with 2/j < §/2M, we define 5 : S* — S? as follows:

(1) pa(z) = [p1]e,2/5(x) for x € D(&;,2/7);
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(2) pa(z) = po(—x) for v € D(=§;,2/35);

() ¢2 = eron§?\ (UL, D(&,2/5) U D(=&:.2/5) ).

where [1)], is the modification of ¢ in the spherical cap D(a, b), see Definition
2.1.1

Note that 5 on each cap D(&;,2/j) is either an orientation-preserving (degree
1) or an orientation-reversing (degree —1) map onto S?, while on D(—¢&;,2/5)
it is of opposite orientation (respectively degree —1 or degree 1) map onto S2.
Since deg (1) = 0 we also have deg(ps) = 0.

In the following lemma we will show that this procedure of inserting a single
bubble to a map does not change the W norm too much for p < 2.

Lemma 2.2.7. Let p < 2, then for each M € N, ¢ > 0 there is a (sufficiently
large) j such that ||V (1 — [@1e,2/7)|| ., < 557 for each i.

Proof. Note that the mappings ¢; and [p1]¢, 2/; differ only on D(&;,2/5) and
1 is constant on that area. By Holder’s inequality and point (c) and (d) in the
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Definition we have

/S2 IVr(p1 — [pile,2/5)[Pdr =
/ V(e = [@i1)e,.2/5) [Pde
D(&,1/9)

+/ IVr(p1 — [pile,2/5)[Pdx
D(&:,2/3)\D(&i,1/3)

< / Vrlorea Pde + L7 - HA(D(E,2/5) \ D(€L1/5))
D(&,1/7)

2—p

. 3
< (/ \VT[%]&,z/deﬂU) (HA(D(&,1/9))) * + LPr

p 2—p 1 2_p 3
<@®r+C)2m2 <—> + LPr—.
J J

Since p < 2 the last term of the inequality converges to 0 as j — oco. Therefore,
by choosing j sufficiently large we get the assertion of the lemma. []

Lemma 2.2.8. Fix §; > 0 sufficiently small. One may modify oo : S* — S? in
a spherical cap of radius 01, located away from all D(&;,2/j), obtaining a new
map 3 € C°(S?,S?) such that ||z — w3l g1 (gps) < 1001 and deg(p3) = 0, for
which there is exactly one minimizer i : B® — S? with U |gps= 3.

We essentially follow Almgren and Lieb’s proof of Theorem [2.2.2} the only im-
portant difference is that we have to make sure that our 3 is of degree 0. For
the sake of completeness we state the argument in full.

Proof. We extend the ball B? slightly in a small neighborhood of ¢* € OB?
to obtain a new smooth domain 2 2 B?. The domain is constructed in the
following way: we choose

o= (v (5) o o)

away from all the ¢; and from the caps where the bubbles are inserted into ;.
Roughly speaking, the new ( is the union of B? and of a tiny and very flat bump
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Figure 2.2: () is the union of a ball and a small flat bump.

of width 25, and height 7, which is centered at ¢*, where §; < %ldist(q, q*). It
is convenient to imagine 02 as the graph of a smooth nonnegative function
0:S* — [0, 00) such that close to ¢*, after we flatten the sphere locally,

0(-) = 5?77 (5—1> ‘R? = [0, 00), 0 vanishes on S* \ B(q*, d1),

where 7 is a smooth nonnegative cutoff function supported in the unit disk with

n(0) > 0. Formally, we let T’ : S* \ {—¢*} — R? be a stereographic projection
such that T'(¢*) = 0 and set

T(I1
Q=BU {y : T(Tl(y)) € B(0,6,) C R* and dist(y, S*) < 7 <w)} :
1
where II stands for the nearest point projection from 92 to B?. Multiplying
71 by a positive constant, we may obviously assume that each partial derivative

up to order 3 of 677 (5—1) does not exceed §? in absolute value.

Next we define a new mapping on the boundary of €2, ©* : 9Q — S?, by setting
©*(z) = @o(II(x)). By this definition we have ¢* = ¢(q) on B(q*,461) N 0.
In particular, each partial derivative of ©* is equal to 0 on that set and therefore
does not exceed §? in absolute value.

Let u* :  — S? be any minimizer for ¢*. Then, u*|ps : B> — S? is the unique
minimizer for its boundary mapping ¢3 := u*|9: by Lemma Note that
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by Theorem[2.2.1 u* is of class C? on B(g*,241) N § up to the boundary. This
regularity assertion can easily be improved. To this end, we fix any smooth
bounded domain V' C B(g*, 26;) N with, say, V D QN B(¢*, 361), and with a
C™ boundary 0V O B(q*, 26;) N 9. An easy inductive argument using linear
Schauder theory, see [21, Thm. 6.19], applied to u* |y and the elliptic system
—Au = |Vul?u = f on V, shows that in fact u* is of class C°°(V/). Therefore,
(3 is of class C™°(S?, S?).

Next we show that deg(p3) = 0. By the Uniform Boundary Regularity The-
orem the energy minimizer «* is two times continuously differentiable
at least on B(q*, 1) and each of its partial derivatives does not exceed d1, so
that |u*(z) — v*(y)| < V361|r — y| by the mean value theorem. Thus, if
r € 00N B(q*, 1) and y € S* N B(q*, 1), then

9(q) = p3(y)| = |u'(x) — u'(y)] < V3ailw —y| < 447

To compute the degree of 3, choose any regular value of ¢3 away from S? N
B(¢(q),46%). Its preimages under @3 will be the same as those under ¢, and (as
in the proof of Lemma 2.2.5) both ¢ and ¢3 are equal in a small neighborhood
of each of those preimages. Thus, the degree of 3 must be the same as that of
9, 1. €., equal to zero.

Finally, since by Theorem each partial derivative of u* |ggs= 3 does not
exceed 07 on B(q*, d1), and on the set {¢y # @3} the mapping 5 is constant,
we have the estimate

2
02 — @5l om = /

{paFps}
<9 / Vresl do+ 212 ({2 # 03))
{pa#ps}

< 10m6?  ford; < 1.

(|VT902 — Vs + |2 — g03|2) do

Therefore, for sufficiently small J; we conclude that ||ps — @3l g1 (gps) < 101
[

Proof of Theorem It remains to check that the mapping (3 given in Lemma
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has the properties (i)-(iii).

(i) and (iii): By Lemma [2.2.8) a minimizer u3 for the boundary condition 3
is unique and of degree 0. The proof that uz has at least 2M singularities is
essentially the same as in Theorem [2.1.2] therefore we skip it.

(ii): Fix € > 0. We now attune ¢, d; and j to obtain ||¢ — @3]|;y1, < €. We first
choose § > 0 as in the proof of Lemma then j as in the proof of Lemma
2.2.7, Next, we fix 0; < %. Finally, we recall that ¢ differs from (3 only on the
two spherical caps S? N B(=q, 26) whose H? measure is 8742, shrinking ¢ if
necessary we obtain H*({z € S* : p(z) # ¢3(2)}) < = and hence

I = @sllwr < Ml = @3l + Ve = @)l + 1V (01 = 92)ll o

FlIV (o2 = o)l (o2 # @a})

22N Vo = [l + 100 S <<

<
4 4

[]

Remark 2.2.9. Theoremdoes not hold if we replace the norm W1?(S?, S?)
for 1 < p < 2by WhH2(S?, S?).

Proof. Let ¢» : S* — S? be a constant map. For this boundary condition of
degree 0 there exists exactly one minimizer u : B3 — S?, u = const for which
the Lavrentiev gap phenomenon does not hold. If we modify the boundary map
into 1, without changing its degree, so that the gap phenomenon would hold
we would have to install at least 2 singular points into each minimizer. By [3]
Theorem 2.12] the number of singularities is bounded by a universal constant
(41 times the boundary energy, which in our case would give sz \Vr|?do >
CLAL' Therefore, the modified boundary mapping {pv with singularities for each
corresponding minimizer cannot be arbitrary close to the constant map % in

the W12 norm. []
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2.3 Mappings of nonzero degree

We will show how to modify a boundary mapping ¢ : S? — S? of any degree,
so that new singularities will appear for the corresponding (unique) minimizer.
This modification will not change the topological degree of the boundary map.
This will allow us to generalize Theorem into maps of any degree.

Theorem 2.3.1. Assume that ¢ € C*°(S* S?) is an arbitrary smooth map and
1 < p < 2. Then, for each ¢ > 0 and each M € N there exists a map ¢ €
C>(S?,S?) such that

(i) degp = degp;
(i) [l — @llwrr < € and H*({z € $*: ¢(x) # ¢(2)}) < &

(iii) the Dirichlet integral E has precisely one minimizeru € W%’Q (B3, S%); more-
over, U has at least deg () + M point singularities in B>.

Remark 2.3.2. As showed by Bethuel, Brezis and Coron in [7, Theorem 5] the
Lavrentiev gap phenomenon always holds for maps of nonzero degree.

In the proof of Theorem we found antipodal points +¢ such that ¢(q) =
©(—q). This allowed us to make a modification on small disks in a neighbor-
hood of one of those points and then an opposite modification on the antipode
by using an orientation reversing map —/d. This time we will not have such an-
tipodal points. The difference is that we will modify the boundary map ¢ only
on one small disk centered at a point ¢ € S?. In order to preserve the degree of
the map after inserting a bubble we will use another orientation reversing map
— a rotation whose determinant is negative — to describe the modification on
another disk.

Proof. We proceed similarly as in the proof of Theorem Again the singu-
larities will be inserted as described in Section We recall that by [11] the
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number of singularities is estimated from below by the topological degree of the
boundary map. We divide the proof into 3 steps corresponding to consecutive
modifications of the boundary map. One can easily check that all estimates of
lo — @lly10(oms) remain unchanged, therefore, we skip them.

STEP 1. We choose an arbitrary point on the sphere, say the north pole zy =
(0,0, 1) and we modify ¢ in such a way that the new map has a fixed value on
a small disk cantered at x .

Definition 2.3.3 (cf. Definition [2.2.4). Let 6 > 0 be any number such that
H? (p(D(xy,20))) < 47 and let 1 : S* — S? denote any intermediate smooth
mapping such that

(1) ¢1(z) = p(xn) for x € D(xy,9);
(2) ¢1(2) = p(z) on §*\ (D(z,29));

(3) On the remaining annulus D(zy, 20)\D(zy,d) the map ¢ is given by a
composition of ¢ with a smooth diffeomorphism from the annulus to the
punctured disk D(xy,26) \ {zy} with Lipschitz constant K. It is easy to
see that one can have K < C'§~! with an absolute constant C.

Similarly as in Lemma the map ¢; specified in Definition above has
the same degree as (.

STEP 2. Next we modify the map 1 on small disks inside D(zy, ). We will
insert small bubbles. For clarity we will place all of the centers of the bubbles
on the great arc v = {(0,y, z) € R®: ? + 22 = 1}. Each point from 7 can be
transformed into another point on 7y in several ways, for example by a rotation
around the z-axis by a certain angle. The most natural one would be a rotation
which preserves the orientation:

1 0 0
R,(0) =1 0 cosf —sinb
0 sinf cosf
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In order to control the degree of the boundary mapping we will use a rotation
which reverses the orientation:
-1 0 0
R,(0)=1| 0 cosf —sinf
0 sinf@ cosf

Set o = arccos (1 —20% + %) the length of the arc v N B(q, 9).

Definition 2.3.4. Let§; = (O,Sin (ML‘J“A) , COS (M“j‘rl)) € B(q,0)fori=1,..., M,

For sufficiently large j’s, with 2/j < §/2M, we define 5 : S* — S? as follows:

(1) pa(z) = [p1]e,2/5(x) for x € D(&;,2/5);
(2) p2(x) = po(Riz) for x € D(&,2/5);
() 2= 1 on 8\ (UL, D(&:2/5) U D(E.2/3) ).

where R; = R.(6;), 0; is the angle by which the point &; is rotated by R, into
&, and for &; = (0, y;, 2;) we denote by &; = (0, —y;, 2;). We recall that [¢],; is
the modification of ¢ in the spherical cap D(a, b), see Definition[2.1.1]

Note that this modification does not change the degree of the boundary map.
As ¢y on each cap D(§;,2/7) is either an orientation-preserving (degree 1) or
an orientation-reversing (degree —1) map onto S?, while, because R; reverses
the orientation, on D(¢;,2/7) it is of opposite orientation (respectively degree
—1 or degree 1) map onto S>.

STEP 3. The remaining part is to modify the map ¢, to obtain uniqueness of the
minimizer for the new map ¢. We do it as in Lemma the only difference
is that we must choose the point ¢* away from the inserted bubbles. One can
obtain it by choosing, e.g.,

« — (0.sin [ =& -«
¢ =(0,sin{ -7 |, cos{ -] ).
The proof is complete. [
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2.4 A remark on the nonuniqueness in the class of mini-
mizing mappings

In the following we explain how the boundary mapping constructed in The-
orem leads to a nonuniqueness example, similar (in the construction) to
that of [27, Section 5].

Remark 2.4.1. Fix any M € N. For each number £ € Z there exists a mapping
0, € C(S?,S?), deg(yp,) = k, which serves as a boundary data for at least two
energy minimizing maps from B> to S? having different number of singularities
(one of them at most M the other one at least M + 2).

Indeed, let v € C°°(S? S?) be any mapping having exactly M € N singular
points such that deg(¢)) = k and for which there exists unique energy mini-
mizer w € W'?(B?,S?). We construct ¢» € C*°(S?, §?) as in Theorem [2.3.1] for
which deg()) = k and there exists precisely one energy minimizing mapping
w € W2(B?, S?) with at least M + 2 singularities.

Since the mappings 1 and @Z are homotopic, there exists a smooth family of
smooth mappings {3 }c (0.1 such that oy = v and @1 = ¢

From the Stability Theorem obtained in [29] we deduce that for ¢ sufficiently
close to 0 each energy minimizer with boundary data ¢, has exactly M singular
points. Let

T =sup{t € [0,1] : each energy minimizer with boundary data ¢,

has at most M singular points in ]B3} :

Then, 0 < 7 < 1. We may choose a sequence s; /* 7 and a sequence of energy
minimizing maps u; € W1?(B?, S?) having at most M singular points such
that u; |[s2= s,. Similarly we choose ¢; \, 7 with a sequence of minimizing
mappings v; € W1?(B? S?) having at least M + 2 singularities, v; |s2= ¢y,
(Since we consider boundary maps of the same degree and it is known that
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the degree of a minimizing harmonic map on a small sphere around a singular
point is 1, the number of singular points must jump at least by 2.) Passing to
subsequences without changing notation, we obtain u; — u and v; — v, the
convergence is strong in W12 and u |s2= ¢, = v|ge.

The mapping u has at most M singularities. (It is plausible that one might
prove that the number of singularities equals M, by choosing the homotopy
appropriately.) Indeed, assume u has at least M + 2 singular points. Then, by
[3, Theorem 1.8 (2)], in an arbitrarily small ball around each singularity of u
there would be a singularity of u; for ¢ sufficiently large, a contradiction.

On the other hand, v has at least M + 2 point singularities. Recall that each v;
has at least M + 2 singularities and again by [3, Theorem 1.8] we know that
singular points converge to singular points. To see that v has at least M + 2
singularities we must exclude the possibility that some singularities of the v;’s
come together and cancel. By [3, Theorem 2.1] there exists a universal constant
C such that if d denotes the distance from a singularity a to the boundary of
the ball then there is no other singularity within distance C'd from a. Thus, the
singularities of v; cannot merge in the interior of B3. Moreover, by Theorem
there is a neighborhood of the boundary which contains no singularities
of v and of the v;’s sufficiently close to v (as the ¢;.’s and ¢, are close to each
other in C*). This precludes the case of singularities merging in the limit at
the boundary.

At the end, we wish to state a problem related to the aforementioned nonunique-
ness example.

Problem 2.4.2. Fix 1 < p < 2. Does there exists a constant C' = C(p) with the
following property:

For each pair of smooth maps 1;: S* — S% i = 1,2 of the same degree, such
that {1y # ¢»} C B(x,r) U B(—x,r) for some x € S? and > 0 small, there
is a homotopy vy : S? — §?, 1y € C* for t € [0, 1], such that

sup |[vo — Yil|lwre < C(p)||tbo — 1 llwre ?

te[0,1]
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(The case of p > 2 is also interesting but not related in a direct way to our
problem.)

A positive answer would allow one to strengthen Remark 2.4.1]in the following
way: for each smooth 1y: S? — S? of any degree, each M € N and each ¢ > 0
there exists ¢, € C°(S?,S?), deg (v, ) = deg(v) and ||1og— .|| w1» < €, which
serves as a boundary data for at least two energy minimizing maps from B? to
S? having different number of singularities (one of them at most M the other
one at least M + 2).
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Chapter 3

Conditional boundary regularity for
minimizing biharmonic maps

In this chapter we focus on the boundary regularity for minimizing biharmonic
maps. Our original motivation to study this topic was the desire to understand
how, in the model case u : B> — S* to modify a boundary map in order to
force singularities to appear in the corresponding minimizer of the biharmonic
energy. A possible applications of the boundary regularity are wide: We expect
that such a result can be used to obtain general nonuniqueness of biharmonic
maps as well as examples of nonuniqueness in the class of minimizing bihar-
monic maps. Furthermore, we suspect a result stating that the boundary data
having unique minimizing map are dense in some boundary norms stronger
than the natural trace norm.

In the case of second order problems a boundary regularity result for minimiz-
ing harmonic maps was proved by Schoen and Uhlenbeck [49], for minimiz-
ing p-harmonic mapdl|by Hardt and Lin [28] and independently by Fuchs [16].
There is also a conditional result for stationary harmonic maps [55], which un-
der the assumptions of a boundary monotonicity formula for stationary maps
yields a partial regularity at the boundary. See also [46] for a boundary regu-

!p-harmonic maps are defined similarly as harmonic maps, they are critical points of the p-energy, i.e., E},(u) =
Jo IVu|P dz among maps in WP (Q, N).

41



larity result for another class of harmonic maps.

The main reason for which no partial boundary regularity result is known for
stationary harmonic maps is the lack of a boundary monotonicity formula. The
boundary regularity results for minimizing harmonic and p-harmonic maps cru-
cially depend on the existence of a monotonicity formula at the boundary. Such
a formula is obtained by reflecting a comparison map used in the proof of a
monotonicity formula for minimizing maps, see [49, Lemma 1.3]. A boundary
monotonicity formula may be obtained for sufficiently smooth stationary har-
monic maps. According to [36] such a formula was obtained first by WY. Ding,
see also [[13] and references therein.

Now let us pass to biharmonic setting. Let {2 C R be a smooth, bounded
domain and assume that A is a compact C3-manifold with ON = ). We recall
that

W22(Q,N) = {u e W (Q,R") : u(z) € N forae. z € Q}

and the Hessian energy is given by
H(u) = / |Aul? dz.
)

A map u € W?%Q,N) is called minimizing biharmonic if, for all maps v €
W22(Q, N) satisfying u — v € W22, it holds

H(u) < H(v).

We will be interested in the boundary regularity of minimizing biharmonic
maps, so we assume that u satisfies the Dirichlet boundary condition. More
precisely, let ¢ € C*(€5, ) be given for a § > 0, where

Q5 = {x € Q : dist(x,0Q) < J}.

We assume that u satisfies

: (3.0.1)

where v denotes the outer normal vector.
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Similarly as in the case of harmonic maps a boundary monotonicity formula
may be proved for sufficiently smooth biharmonic maps. Gong, Lamm, and
Wang gave a biharmonic counterpart of the conditional boundary regularity
result for stationary harmonic maps [22]] and proved that under the assumption
of a boundary monotonicity formula stationary harmonic maps are smooth up
to the boundary off a singular set of codimension 4.

We show that the conditional partial regularity result of Gong et al. can be
strengthen to full boundary regularity in the case of minimizing biharmonic
maps.

Theorem 3.0.1. Let m > 5, p € C*(Qs, N) for some 6 > 0, assume that
u € W?%(Q,N) is a minimizing biharmonic map, which satisfies the boundary
monotonicity inequality (3.1.6). Then, u is smooth on a full neighborhood of the
boundary 0f).

We conjecture that the assumption (3.1.6)) is satisfied by all minimizing bihar-
monic maps with sufficiently smooth boundary data.

Similarly as in the case of harmonic [49] and p-harmonic [28] maps the com-
plete boundary regularity is based on the nonexistence of nonconstant bound-
ary tangent maps. We will consider tangent maps at the boundary and prove
that they arise as strong limits of rescaled maps on some smaller domain, con-
taining a portion of the boundary. In order to obtain a strong convergence from
a sequence we initially only know is uniformly bounded in W?? we will prove
an analogue of Scheven’s compactness result.

Scheven, following the result for harmonic maps [36], has based his argument
on an analysis of defect measures. We follow his general strategy, modifying
numerous technical details so that the proof works for a map obtained via a
higher order reflection across a flat portion of the boundary.

We will not prove that a limit u of a weakly convergent sequence of minimizing
maps (u;) jez is again minimizing. Such a result, is known only in the case when
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N = S~ (see [31, Lemma 3.3.]). In the case of harmonic maps, such a result is
known for minimizing maps into arbitrary target manifolds. Since the maps u;
and u slightly differ on the boundary one may not use directly the definition of
minimizing map to compare their energies. A tool for comparing those energies
was provided by Luckhaus and his lemma in [37]. Unfortunately we may not
use directly Luckhaus’s lemma to maps from W22, An analogue of this lemma
is not known in the biharmonic setting.

Instead, similarly as in [48][49] and [28]], for us it will be sufficient that in very
simple situations a limit of minimizing maps is again minimizing. By a repeated
formation of tangent boundary maps we arrive at a boundary tangent map
which has a special form — it is independent of the first (m — 5)-variables,
homogeneous of degree 0, whose only discontinuity may occur at the origin. It
was proved by Scheven that such maps are in fact minimizing (cf. Lemma[3.3.4).

The chapter is organized as follows. In Section [3.1| we state various facts about
biharmonic maps which will be needed in the following proofs. In Section
we give a boundary analogue of Scheven’s compactness result for minimizing
biharmonic maps. In Section 3.3 we focus on the tangent maps at the boundary.
Without any additional assumptions we prove that there exist no nonconstant
boundary tangent maps and finally give the proof of the main result.

Notation. We use the following notation
/ fdH™ = fan™ !t — fdH™
8B, \dB, B, 9B,

For balls centered at the origin we often write B,(0) = B,, for B; we simply
write B. Sometimes to emphasize the dimension of a ball we will write B¥, for
a k-dimensional ball. We also write R = {z = (z1,...,2,,) € R" : x,, > 0},
R™ = {z = (z1,...,2n) € R™ : 2, < 0}, Bf(a) = B,(a) N RY, and
B, (a) = B.(a) N R™. For the the flat part of the boundary of 0B, we use

r

T, ={x € B,: x,, = 0}.

44



We denote the average of u over B,(a) by

1
(U)Br(a) _][Br(a) U(.I) dw = \Br(a)| /BT(a) U(LU) dx.

In what follows we will use sequences and partial derivatives, for partial deriva-
tives we write 5

837@'
while u; will denote the i-th element of a sequence of maps (u;);en. For sim-
plicity we will try to use the following convention: Letters u, v, w will be used
to denote maps from B* into NV, whereas @, v, w will denote maps from B into
R’. The constant ' traditionally stands for a general constant and may vary
from line to line.

u = 0ju = Uy,

Added in proof. When this thesis was completed the author has learned
that S. Altuntas [4] proved that minimizing biharmonic maps satisfy boundary
monotonicity formula for sufficiently smooth boundary conditions. Therefore,
the result is no longer conditional and might be strengthened to boundary reg-
ularity for minimizing maps.

3.1 Facts about regularity of biharmonic maps

In this section we gather facts from the regularity theory of biharmonic maps,
which will be needed later on. We begin by recalling the definition of Morrey
spaces, for more details see, e.g., [20, Chapter 3].

Letp > 1, A > 0, and €2 be a bounded domain in R™. We say that a function
f € LP(Q) belongs to the Morrey space LP*(Q) if

acQ, r>0

1F gy == sup v / ()P dz < oo. (3.1.1)
B, (a)NQ
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The following boundary decay estimate for biharmonic maps that satisfy a
smallness condition in Morrey norm is due to Gong, Lamm, and Wang, see
[22, Lemma 3.1, p. 179].

Lemma 3.1.1. There existse > 0 and 0 € (0, %) such that ifu € W2%(B*,N)
is a biharmonic map satisfying

ou 0y —
= d —| =—"F c C*(B+ 3.1.2
U . © . an G|y~ Doy, for some (BT,N) ( )
and
2 112 4
IVl pornsey + IVl ameai) < (3.13)
then
1
HVUHL&m—?(B;) < 2 HVUHL27W—2(B+) + (0 HV%0H01(3+) : (3.1.4)

In particular, w € C'*° <B}L, >
2

The following theorem is a key-ingredient in the regularity theory. It was first
proved for sufficiently regular maps by Chang, Wang, and Yang in [[12, Proposi-
tion 3.2.] and for the general case by Angelsberg in [5]. We employ the notation
for &, from [47, Theorem 2.3].

Theorem 3.1.2 (Monotonicity formula). Let u € W2’2(BE,J\/' ) be stationary
biharmonic and a € Bp,. Then the expression

O, (a,r) =

i / |Aul|? dx
B, (a)
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is well defined for a.e. 0 < r < R/4 and monotonously nondecreasing for all r
outside a set of measure zero. more precisely, there holds fora.e. 0 < p < r < R/4

CI)U(CL, 7a) o (I)u(CL, p) -
(uxj + (2t — ai)uxﬂj)2 ((xZ — ai)uxi)2>
4 m — 2 dx.
/B,.m)\Bp(a) ( Hm=

(3.1.5)

Remark 3.1.3. The Angelsberg’s proof of monotonicity formula, roughly speak-
ing, is based on inserting a correct test function in the so-called first variational
formula (an equation which follows from the definitions of stationary harmonic
maps). This idea follows the proof of monotonicity formula for stationary har-
monic maps (see, e.g., [52]), which in turn is based on the proof of the mono-
tonicity formula for Yang—-Mills fields, see[43]]. The first publication of a mono-
tonicity formula for minimizing harmonic maps seems to be [48, Proposition
2.4.], which by reflection arguments can be extended to boundary monotonic-
ity formula for minimizing harmonic maps, see [49, Lemma 1.3.]. The proof in
(48] proof relies on constructing a comparison map. It would be interesting to
obtain an analogous proof for minimizing biharmonic maps.

Definition 3.1.4. Consider v € W??(2, N') a minimizing biharmonic map un-
der the boundary condition (3.0.1). We say that u satisfies the boundary mono-
tonicity inequality if there exist Ry > 0 and C' = C(m, 992, 0, ||¢|c4(,)) such
that for any a € 02 and 0 < p < r < Ry, there holds

Hl(a,p) + e“’ R} (a,p) + P, (a, p,7)

3.1.6
< e“"Ht(a,r)+e“ "R (a,r) + Cre", (3.1.6)
where
H(a,7) =7 / IV2(u — )| da, (3.1.7)
B, (a)NQ
- z; T —a)’ - TiT 2
P (a,p,r) = / w9t @ C”_g“ Pl g,
(B1(a)\By(a)n2 |z —a|™
— )i — 2
+ (m — 2)/ (@ = a)'(u mw)xi dr  (3.1.8)
(Ba\B )2 [T
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and

Ri(a,7) = (Ff(a,7) + G (a,T)) (3.1.9)
for
Fian) =207 [ (o= a(u o= o), i
0B, ()N
2
_4 3—m |(£U B a) (u B QO)IL . . 2 m—1
- / ( Pl 19— ) an,
0B (a)N
+ 4—m 8
Gila7) =2 u—o). L)
OB (a)NQ

- <v<u o (V- w)))>> L

In the latter ~ is the directional derivative in the direction of the outward point-
ing unit normal for 0B:(a).

Remark 3.1.5. We conjecture that the boundary monotonicity formula
is satisfied by all minimizing biharmonic maps with sufficiently smooth bound-
ary data. Despite some efforts we were not able to prove (or disprove) this
conjecture. The case of stationary biharmonic maps seems to be more compli-
cated. Up to our best knowledge it is not known even in the corresponding
second order problems whether in general stationary harmonic maps satisty a
boundary monotonicity formula.

Remark 3.1.6. Any W*? biharmonic map satisfies inequality (3.1.6). For deriva-
tion see [22, Section 2].

The following facts hold also for stationary biharmonic maps under the assump-
tions of boundary monotonicity formula. But, as we are focused on the bound-
ary regularity for minimizing maps and expect that for such maps the condition
is automatically satisfied we state them for minimizing harmonic maps.

The following result is a consequence of the boundary monotonicity formula
and for the proof we refer to the appendix
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Lemma 3.1.7. Let u € W*?(B*,N') be a minimizing biharmonic map with
boundary value o as in (3.0.1), satisfying the boundary monotonicity formula
(3.1.6) and let additionally ||u — ¢l|yy22(5+) < oo. Then, for some A > 0 we

have HVQ(U — go)HL27m74(3+) < A.

The following is also a consequence of the boundary monotonicity formula, the
proof can be found in [22, Lemma 4.1]. (Compare also in the interior case in [12]
Lemma 4.8], [58, Lemma 5.3], [53, Appendix B]).

Lemma 3.1.8. Assume that the hypothesis of Theorem is fulfilled. There
existe; > 0,0 € (0,1), C; = C1(m,Q,N), and Ry = Ri(Ry, 1) such that if
fora € 02 and 0 <7< Ry

7_4—m/ (\V2u|2 +7_2\Vu\2) dr < 5%’ (3.1.10)
B, (a)NQ

then

sup p4_m/ (IV?ul? + |Vul*) dz < Ciey. (3.1.11)
B,(b)C (Bgr ()N Q) B,(HNQ

The following epsilon regularity result is the main result of [22]].

Theorem 3.1.9. Let m > 5, p € C*°(Qs, N) for some § > 0, assume that u €
W22(Q, N) is a minimizing biharmonic map, which satisfies the boundary mono-
tonicity inequality (3.1.6). Then, there exists an o > 0 such thatu € C*(Q\ X),

where the singular set is given by
Y = {a cQ: liminfr4m/ (IVZul* + |Vul!) dz > 52}
™0 B, (a)N§2

and H"*(2) = 0.

Lemma 3.1.10. There are constants €3 > 0 and 6 € (0,1) such that under the
assumptions of Theorem a minimizing biharmonic map u € C*(B},N)
with boundary values p as in with

7“4m/ (IV2ul]? + r 2| Vul?) dz < &5
B (a)

satisfies ||Vull ez, ()nq) < 1
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Proof. The proof follows [47, proof of Theorem 2.6]. We list the following
boundary analogues needed to replace the interior facts used in [47]:

« Lemma 2.4 (i) in [47] by Lemma [3.1.7}
« Lemma 2.4 (ii) in [47] by Lemma 3.1.8}
« Theorem 2.5 in [47] by Theorem[3.1.9}

« Theorem 3.1 from [41]] by Theorem 4.1 from [41]).

Similarly as in [47, Corollary 2.7], we obtain the following consequence.

Corollary 3.1.11. Let gy := min(e?, Cie1, €9, £3) with constants introduced in

Lemma(3.1.8, Theorem and Lemma Then there exists 6 € (0,1) such

that for any minimizing biharmonic map u € W**(B,"(a), N), the estimate
r4_m/ (IVZul]? + r?|Vul?) dz < & (3.1.12)
Bﬂr(a)

implies u € C*(Bg,(a) N Q,N) and [wll o By, (@)na. is bounded by a constant
depending only on \.

3.2 Compactness at the boundary

From now on we will assume that minimizing biharmonic maps satisfy the
boundary monotonicity formula, cf. Definition We would like to em-
phasize once again that this is an artificial assumption and we conjecture that
this formula is satisfied by all minimizing biharmonic maps with sufficiently
smooth boundary data.
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For simplicity we will assume that @ = B] . In this situation our boundary

condition states that
ou Op
—_— = —_— . 2.1
(2] ~(-22) o
T4 T4

The following compactness theorem is due to Scheven, cf. [47, Theorem 1.5.].
Here we present a boundary analogue of this statement.

Theorem 3.2.1. There is a constant C, = C,(m) with the following property.

Let M(B}) € W?2(Bf,N) be the closure with respect to the W, -topology
of the set of minimizing biharmonic maps satisfying the boundary monotonicity
formula (3.1.6). Let u; € M(B)), be a sequence of maps with boundary values o;
in the sense of and ¢ € C*(BY). Moreover, let

6

loc?

w; — @  strongly in VVZQOC2 and L
€0
sup [lillcray < 5 supllilleagan) < O,

)
1eN 2 1€

(3.2.2)

sup HUiHWQQ(Bz—) < 00, and /B+ |Ap*dz < C,,

ieN ’

where ¢ is the constant from Corollary(3.1.11], Then, there is a map u € M (B})

such that, up to a subsequence, u; — u in WQ’Z(BIF/Q, ) asi — oo.

Remark 3.2.2. In fact the LY convergence of Vi, can be relaxed to L4 for

any € > (. For this purpose, in the proof of Theorem [3.2.1} one should replace
Young’s inequality with exponents 3 and % in the estimate (3.2.15)), by

8+2¢

2|V ;| e (2 + €)|Vu,| 2+
+ )
4+ € 4+ €

To proceed with the proof, the only important thing for us in this estimate is
that the exponent at | Vu;| stays below 4.

Vi V| <

We will extend (u — @) onto the whole ball by a higher order reflection, for
properties of the reflection see, e.g, [1}, proof of Theorem 4.26]. We choose such
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a reflection, which preserves C® continuity of a map. Let u € W*?(B;,N)
with boundary values ¢ as in (3.0.1), then the reflection u is given by

- f m > O,
u(z) = “(f) #() of fm = (3.2.3)
SisiAilu— @) (2f, —%=)  for z, < 0,
where ' = (z1,...,%,_1) denotes the first (m — 1)-coordinates and the con-

stants )\; are determined by the system

4 1 Jj

> )\Z(——,) =1 forj=0,1,2,3.
1

i=1

Here \; = —10, Ay = 160, A\3 = —405, and Ay = 256. We note that u in general
does not have values in \/. Next, observe that since u — o, € W2%(B}, R’) we
have . € W22(By,RY). Let a = (ay, . .., o) be such that |a| < 3 and

~ u(z) — p(z) for z,, > 0,
E.ulx) = A o o
@ {Zzl Ai (_7) (u—¢) (37 ) —7’”) for z,, < 0.

It follows easily that, if u — ¢ € C? (Ei, RY), then © € C3(By, RY) and
D%u(x) = E,D“u(x).

Moreover, if a € Ty and r > 0 is such that B,(a) C By, then for z,, € B, (a)
we have —*= € B (a). Thus, for |a| = 2, we have the following estimate

/ |V2ﬂ\2da::/ V2 (u — @) > dx
B,(a) B (a)
4 1\ @ 2
() Dot (7,
+/B;(a) ; ( @) w w)(x’ @>

<Cos [ V)P
B (a)

dx

(3.2.4)
with C,..; < 832.

For reflected maps as in (3.2.3)), in order to prove Theorem we closely follow
Scheven’s Section 3.1 of [47], adjusting numerous technical details whenever
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necessary. All of the tools used by Scheven in proofs of Lemmata, Theorem and
Corollaries have their boundary analogues, therefore, we will be rather brief in
most of the proofs below. The difference here is that instead of working with
minimizing maps themselves defined on half balls, we will work with higher
order reflections of the differences of the mappings and their boundary data.
Moreover, the boundary monotonicity formula has a little bit different form
from the interior one and yields an additional term (which can still be well
controlled).

We shall work with the following definition of convergence of pairs of se-
quences of maps and measures (slightly different from the one used in [47]).

Definition 3.2.3. Fori € N, let u; € W??(Q, A/) and v; be Radon measures on
Q). We abbreviate y; := (u;, v;). For a map ug € W*2(Q, V), a Radon measure
vo on  and p = (ug, vy) we write p; = g as i — oo if and only if

u; — Ug weakly in W%%(Q)
Uu; — U strongly in W'%(Q) and for a.e. 2 €

|V2u;|*dw + v; — |V?ug|?dr + vy in the sense of measures.

We recall that, by Lemmal[3.1.7, any sequence of minimizing biharmonic maps w;
satisfying the boundary monotonicity formula with boundary conditions
i as in (3.0.1), such that sup;cy [|Uillyyr2z(pr) < 00, where u; is the reflection
given by (3.2.3), satisfies also sup;cy ||@;|| f2.m-s (Bf) < A for some A > 0.

We modify Scheven’s set B! to our purposes and let

( (w;,0) = (u,v), where u; € W22%(By, RY), )
u; are the reflections given in

of minimizing biharmonic maps

By :={ (W,7)|uw € W**(B*, N) with boundary values ¢;  } | (3.2.5)
as in (3.0.1), satisfying boundary
monotonicity formula (3.1.6),

~

assumptions (3.2.2), and HV2uZ-

2
ey <A
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Combining boundary monotonicity (3.1.6) with (3.2.4) we obtain

ptm / V%l dx + CeC’ R (a, p)
By(a)

<o(o [ V- Pl R (e)
+
By (@) (3.2.6)
<C (eCTr‘l_m/ V% (u — @) do + e“" R} (a,7) + Crecr>
B, (a)

<C <ecrr4_m/ IV*u|?dx + e“" R} (a,7) + CT@CT) .
B.(a)

Lemma 3.2.4. Assume By 3 (;,0) = (¢, ) asi — oo for a constant ¢ € R
and a Radon measure v on By. Then for each a € B, there is a subsequence
{ir}ren such that for a.e. 0 < r < 1 we have

T4_m/ V%2 dz + Ce“ R} (a,r) — r'™™5(B,(a)) ask — oo (3.2.7)
B.(a)

and for everya € B and forae. 0 < p <r <1
p* (B, (a)) < Cr*"5(B,(a)) + Cre’. (3.2.8)

If for a minimizing sequence of biharmonic maps {u;} we have u; — ug strongly
in W?22(By,N) asi — oo, then for every a € B there is a subsequence {i;} C N
such that

H, (a,r) — H, (a,r) fora.e 0<r <1ask— oo;

3.2.9
. (a,r)—>R:[0(a,r) forae 0 <r<1ask — oo, ( )

where H and R* are the quantities from the boundary monotonicity formula

and are defined in and respectively.

Proof. The proof is essentially the same as the proof of [47, Lemma 3.2]. We
briefly note the following differences. In order to obtain the convergence in
we need to ensure that the term Ce“" R/ (a,r) converges on a subse-
quence to 0. With addition to the argument used by Scheven we let a € B be
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fixed and
~ 0 _ 0
g9i(1) = / <<Aui7 Euz> — <Vuz', E(Vul))>> dH™
OB, (a)NBf
foralli € Nand a.e 7 € (0, 1]. Then
HQiHLl([O,l]) < C|tillyze VUil 2 — 0 as 1 — oo,

which, after the same arguments as Scheven’s, yields (3.2.7).

The inequality (3.2.8) is a consequence of the monotonicity for the reflected
map u (3.2.6).

In the second case, in addition to Scheven’s argument, by the strong conver-
gence we get strong convergence in L!([0,1]) of f; (defined as in [47, proof of
Lemma 3.2.] with u; replaced by the difference (u; — ¢;)) and of g; to some fj
and gp. We may choose a subsequence so that f;, = fpa.eand g;, — go a.e. as
k — o0o. Together with the strong convergence of u; — uy we obtain (3.2.9).

[]

We employ Scheven’s definitions of rescaled pairs to our case of reflected maps.
First, we observe that for every ;i = (u,v) € By we have by definition

sup pt™ (/B » |AT|* dz + ﬂ(Bp(a))) < A. (3.2.10)

aeB, p<1

Definition 3.2.5. The tangent data of /i are defined as follows. Let a € B
and 0 < r < 1. For a pair p = (u,v) € By we define the rescaled pair

,aa,r = (aa,ra D/a,r) bY

u(a+rx) for x € By/,(0)
r " (a + rA) for every Borel set A C B, ,(0),

Ugr ()

Var(A) :
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in the first definition we have chosen some representative of u. The pair /i, is
said to be a tangent pair to g in the point « if there exists a sequence r; ~\, 0
with fi,,, = Ji.. Observe that is scaling invariant, therefore (3.2.10)
holds as well for the rescaled pairs fi,,. Thus, up to a subsequence, the limit
always exists.

The next lemma is an immediate consequence of [47, Lemma 3.3].

Lemma 3.2.6. Let ji; € gA, u e W2’2(B4,N) and U be a Radon measure on B,.

Ifi, = pn= (w,v) asi — 00, then [ € By. In particular, if i, — (Uy, V4) is a
tangent pair of n = (u, V) € By in some point a € By, then ji, € By.

For a pair i = (u, V) € B, we define the set 3.; as the set of points a € B; with

P\O 2
(3.2.11)

where the constant ¢ is the constant introduced in Corollary|3.1.11} We observe
that theorem on the structure of defect measures [47, Theorem 3.4] carries over
directly to our setting to yield

lim inf <p4_m/ (V2> + p~?|Vau]?) dz + p4_m§(Bp(a))> > @,
Bp(a)

Theorem 3.2.7. For any fi = (U, V) € B, there holds Yy = singu U sptv, in
particular > is a closed set. Moreover, there are constants c and C depending only
on m such that for every i = (u,v) € By, we have

ceoH™ LY <TULB < CAH™ LY (3.2.12)

For any sequence By > (u;,0) = (u,v) asi — oo, we have subconvergence

loc

Proof. We proceed as in [47, proof of Theorem 3.4]. The proof of the inclusion
>; C singu U spt v and the estimates (3.2.12) remain unchanged, therefore we
omit this part. To proof the inclusion (sing u U sptv) C X and the subconver-
gence we follow Scheven with the following modifications and adjustments.
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We divide the proof into three cases: a € T1\X;, a € BT\ Y5, anda € B™\ X

First, if we choose a € T; \ £, then the difference in the proof is the following:

We choose a radius 0 < p < 1 with

~ o~ o~ £

@ [ (VIR 4 20) 2|V do + (20) " (Buy(a) < -

Next, we choose a sequence of minimizing biharmonic maps u; € W2?(B}, N)

with boundary data ¢; with (u;,0) = (u,v) = p with

lim (2p)4_m/ (V2w * + (2p) %I Vw]?) dx < .
ng(a)

1—00 2

Now, in order to apply Corollary(3.1.11| we estimate

lim (2p)4m/ (IV2ui” + (2p) %|Vu,|?) dx
1—00 ;;) a)

< lm(2p) " [ ST+ 20) VAP do O il
< &€p.

Hence, we obtain uniform estimates sup;ey ||uillos(pt (o) n) < C(N) on some
smaller half-ball B} (a) C B} (a). Since the boundary conditions (; are smooth
and uniformly bounded we obtain as well supjey [|wi — @illcs (5 () re) < C (N).
Now, due to the properties of the reflection (3.2.3), we have u; € C?(B,(a)) with
the estimate
Sup 1till s B, ().re) < CN)-

Now, similarly as in [47] by Arzela-Ascoli theorem we find a subsequence,
which converges ;, — @ in C*(B,(a),R’), as j — oo, from which we de-
duce v(B,(a)) = 0. Thus, (singu U sptv) C 3j.

If we choose a € B" \ ¥j then the proof is identical as in the case of interior
points in [47].

Finally, if we choose @ € B~ \ X and p small enough to ensure “* + 20 < 0,
where a,, is the m-th component of a, then By,(a) C B~. By the definition the
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behavior of the reflected map on By,(a) C B~ corresponds to the behavior of
the map on four balls in the upper half: By,(a;), where a; = (d/, —a,,/j) for
j=1,2,3,4,and a = (d’, ay,). Thus from a ¢ ¥; we deduce that a; ¢ X; and
by repeating the proof in the interior case we obtain the desired inclusion. [

As a consequence of Theorem [3.2.7| we obtain, exactly as in [47, Corollary 3.6],
the following.

Corollary 3.2.8. If By > (1;,0) = (U, D) = Ji asi — oo, then H™ () = 0

implies u; — w strongly in W?2(By 9, ). Conversely, the strong convergence
u; — w in W3A(B,N') implies H"*(X; N B) = 0.

We also have a counterpart of [47, Lemma 3.7], which makes it possible to re-
strict our attention to the case, when the limiting map is constantly equal 0 and
the defect measure is flat.

Lemma 3.2.9. Assume there is a pair (u,v) € By with H™*(spt ) > 0. Then
there is a pair (., V) € By, such that, = 0 € R and

7=CH" LV,

where V' is an (m — 4)-dimensional subspace V- C R™ and C > 0 is a constant.

Proof. The proof follows directly the proof of Scheven’s Lemma 3.7 [47]. Iden-
tically as there, there is a point a € B and a sequence 7; \, 0 for which
far, =2 fhe = (Us, Uy) € gA, for which wu, is a constant. We know also that
uy is equal zero on T}, thus u, = 0.

In the proof of the structure of the measure v the only difference from Scheven’s
proof we should observe is that, by inequality (3.2.8), the quantity

6" (., a) 1= lim p "7, (B, (a))

is well defined and a similar analysis to that in [47] shows that there exists a
tangent measure U to Uy, such that 7 = CH™ 4LV, where V is an (m — 4)-
dimensional subspace V' C R™. [
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We are ready to prove the Compactness Theorem The (rough) idea of the
proof follows Scheven’s proof of Theorem 1.5 in [47]]. The results of this section
yield that if the theorem was false we would obtain a sequence of reflections u;,
converging to 0 off the support of a defect measure which up to a constant is
an (m — 4)-dimensional Hausdorff measure and which is flat. To show that it
is impossible we construct a comparison map and use the minimizing property
of u; on a half-ball. We define a comparison map as an interpolation between
u; and its boundary data v; with the exception of a tori of small radius in which
the energy concentration set is included. To define the map on the remaining
tori we use a kind of radially constant extension on a tori. The existence of such
a map leads to a contradiction with the special form of the defect measure, if we
choose sufficiently small outer annuli on which the comparison map is equal
u; and sufficiently small intermediate annuli on which the map is defined as an
interpolation between w; and ;.

Proof of Theorem[3.2.1 In the following, we forego possibly more general and so-
phisticated estimates in favor of simple arithmetid?}

First lines of our proof are essentially the same as the first 19 lines of Scheven’s
proof: we argue by contradiction and collect the results of this section.

The theorem is equivalent to 7L B = 0 for all (@,7) € B,. Thus, we con-
sider a sequence w; € W%%(B;, N') of minimizing biharmonic maps with some
boundary values such that sup; ||w;||y22(p) < co0. By Lemma 3.1.7) we know
that sup; ||w;|| ;2.m-1 < A for some A > 0, so that after passing to a subsequence

we have (@;,0) =% (@,7) = i € B). Assume, on the contrary, that we do not
have strong convergence w; — @ in W**(By 5, ). Then, by Corollary [3.2.8
we know that H™4(2;) > 0. By Lemma we know that there are mini-
mizing biharmonic maps u; € W%?%(B;, N') with boundary values (;, such that
(;,0) = (0,7) and 7L B = CH™ 4L V. Moreover, by Theorem 3.2.7| we get

u—0 inC? (B\V) asi— oo. (3.2.13)

2see Iwaniec [32] Note, p.607]
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Now let us note that if the energy concentration set I would be a subset of 7}
we would be in the simplest situation as our map u; vanish on 77. Therefore,
without loss of generality we may assume that

—m—4

V={0} xB

Let x, o be suitable parameters, which will be specified later, satisfying

1 1
§</<J<1, 0<0<E’ and 0 < Kk + 20 < 1.

Lety) € C*(B™,[0,1]) be a cut-off function with ) = 0 on B;_, ) = 1 outside
Bl and [Vy| < £, V%> < & on B*. We employ Scheven’s notation of

tori: for (X1, Xy) € R* x R™4, we define

T,:={z € R™: [z] < s}, where[z] :=[X1|*+ (| Xs] — r)?]V2

Now let
’171(33) = H/\/(QOZ + @b(ﬂl)) forz € Bt \ Ts,. (3.2.14)

We recall that Iy : O(N) — N is the nearest point projection of a neighbor-
hood O(N') C R’ of A onto A/. We observe that

v, =¢p;on B and ¥; = u; outside B, .

Moreover, the set {0 < ¢ < 1}\ Ty, has positive distance to the energy concen-
tration set {0} x B™ 4, so that we have convergence %; — 0 in C? on the former

set. Therefore, for sufficiently large i € N, the maps v;(x) are well defined for
x € BT \ To,.
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Simple computations yield

B\Ta, BH\B{ B

+ C/ (|A(,OZ|2 + \V@1|4) dx
{0<yp<1}\Ts,

~ . Vi;|? s ;2
cof o (sapewepvap SR B B o
{0<p<1}\To, o

ot ot
<m [ |V de +/ Apifdo + 0/ (IVeilt +|Vilf) da
B\B, Bt {0<y<1}
- - V) wlt o w)?
+C / <\Aui\2+|Vui|3-|—‘ 2‘ 4! 4‘ 4! 4|>dx,
o o o
{0<¢<1}\T20
(3.2.15)
where in the last estimate we used Young’s inequality
- Voil® 2|V
\Vg@i\2|Vui|2 S ’ 907/’ + | Z’
3 3
and the pointwise inequality |Au;|? < m|V2u;]%.
By Gagliardo-Nirenberg’s inequality we have for p > 1
Hﬂiﬂi%(m) < Ol oo gy il won gy - (3.2.16)

For 1 < p < 2 the uniform boundedness of |[u;||y2,p+) combined with the
above inequality implies supje ||wil| f25(p+) < oc. Recall that (u;,0) = (0,7),
thus @; — 0 strongly in W*(B™). Now, by Hélder’s inequality for exponent %

Bt Bt

2/7 5/7
B+ B+
7

Taking p = | we see that the first term of the latter inequality converges to 0
and the second is bounded, hence |V#;|*> — 0 strongly in L3(B™). Now we are
ready to pass to the limit in (3.2.15).

(3.2.17)
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By the C?-convergence u; — 0 on the set {0 < ¢ < 1} \ Ty, and by the
convergence |At;|* dz — 7 in the sense of measures, we get, since 7(0B) = 0,

lim |Avi|*dx < mp(B\ B,) + C, + C(0), (3.2.18)

1—00 B+ \T2a

where C'(0) is the limit of C f{0<¢<1} (IVeil* +|V¢i|®) dz. From the absolute
continuity of the Lebesgue integral, by shrinking o > 0, the constant C' (o) can
be taken arbitrary small.

Note that for m = 4 the above construction of v; is possible for all z € BT,

In this situation v; = u; on T} and since the vector % is perpendicular to the
manifold N we have
0 - 0
0T r Ory ! T1’

see, e.g., [52, Section 2.12.3]. Thus, u; — v; € W02’2(B+) and we can use the
minimality of u; to compare it with v;.

Applying Lemma for R = 1 and r = 1 — o, using the inequality (3.2.4),
and the strong convergence of Vi, in L?, we get

7(Bi_,) = lim ﬁﬂmﬁdxg1mqg/
1—00

1—00 Bi_, B

< lim QCref (/ |Aﬂi|2dl‘ —|—/ %|V1~Li|2 dfl?)
1—00 B+ BO

< lim 4C, ¢ (/ |Aui|2d:z:+/ \Agoi\deJr/ %\VﬂHQdﬂf)
i—00 B+ B+ BO

< lim 4C,.¢ (/ |A52-|2 d:c—l—/ ‘Agpi‘QdI—l—/ %‘VTM? daf)
i—00 B+ B+ BO

< 4m Cyom(B\ By) + 4C,C, + C(0)
< E(Bl_g),

- C o~

(3.2.19)

1

a contradiction with the form of v. For the last inequality we needed C,, < 7 -

and a sufficiently small o.
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For m > 5 we apply a retraction ¥ € C*°(Ty, \ Ty, T4y \ To,) from [47, Lemma
3.8] with the following properties: ¥ = id and V¥ = Id on 0Ty, where id
denotes the identity on 0Ty, and /d is the identity map on R™. Furthermore,

VU (2)] < % V20 (z)] < %‘72 and det(VVU(x)) > % (3.2.20)

for constants dependent only on m.

We are ready to define a comparison map. Let

oi(z) = { M (pi(x) +o(x)a(z))  fora € BY\ Ty,
! HN((,OZ(CIZ') + @D(:z:)ﬂz(\ll(a:))) forz € T4U,

ie, v;(z) = vi(z) on BT \ Ty,. Due to the properties of the retraction ¥V we
have v € W??(B™, N'). We immediately have

o2 N
Ty 8$m ? - 1) axm 1

To see that the trace of v; is the same as u;’s on T} N T4, we note that for ¥
from Scheven’s Lemma 3.8 we have

(3.2.21)

Ti\T4, T\ T4,

reTiNTy, = ¥(x) € Th.
Thus,
w(U(x)) —i(¥(x) =0, Vu(V(z)) =V(¥(r)) =0 forzeTiNTy.
Hence, after simple computations, for x € T} N Ty,,

0 our(z) _ Ou; ()

vi(z) = ui(x), %Ui(m) = (), Oy, O

The last equality is, again, a consequence of the fact that 2% 1 N/

0Ty,
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Similarly as in we compute
/TL |Av;|* dx
<0 [ (86 + 196l +1V0) ds
+C/ (v2 o WAV + |V o UV )P

oW [0 WP
+\vmoxp\2<|v0| +\V2\11]4> o W1, [ l)dm.

ot o4

(3.2.22)

Using the properties (3.2.20) of ¥ and the fact that [z] <

1
7 we get

/ |Av;|* do — C (1Agi* + Vil + [Vi]°) da
T}, T%,

o3 5
2 —4
[ ]4|VuZoW\2 B ]4\1520\11\4 B ]4\ﬂio\ll|2> dx

<C (\v% o W|? + o |V o V)P + o4V o U2

+
T4U

4
o 2~ 2 2
S C TL (W|V U; © \I/| + ]4\Vul O \I"

+ 0 2|V o W2 + o8t o U|* + 08| 0 \I/|2> det(VV) dx

S C <|V2%|2 + 0‘1|V17,~|3 + J_4|Vﬂi|2 + O'_8|ﬂ2"4 + 0_8@12) dx.
T4, \T3,
(3.2.23)

In order to pass with ¢ to the limit in the above inequality we note that similarly

as in , we have fT+ T V2, dx < [ ATy | |V2%;|? dx. Thus,

lim [ |AuPde<C / (18gP + Vol + [Vel®) de + CP(Ty)
= g, T,

(3.2.24)
=C(0) + C7(Ty,).
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Once again, from the absolute continuity of the Lebesgue integral, by shrinking
o > 0, the constant C'(¢) can be taken arbitrary small.

Now let 0 < v < 1 be a small number. We have by Lemma
~ ~ C o~
/ V,|* de < 2/ <|Aui|2 + —2|Vui|2> dx. (3.2.25)
By, B+ g

Combining (3.2.4) and (3.2.25) we obtain

PBiy)=lim | |Vl dz < lim Crey / A
1—~ 1—v

- C o~
< lim QCref/ <|A’UJZ’2+—2|VU1’2> dx
Bt Y

1—00

C .
< lim 4 Cey (/ |Aui’2daj—|—/ |Agpi|2d$—|—/ _2|Vui|2d5’3)
i—00 B+ B+ B+

C -
< lim 4 Cjes (/ |Avi‘2d$—|—/ |Agpi|2d$—|—/ —2|Vui|2d$)
i—00 B+ B+ B+

< 4m CyoT(B\ By) + 4m Cref(C,y + C(0) + C(Tuy)).
(3.2.26)

To get a contradiction we use the special form of the measure
LB = CH™ L ({0} x Em“*) .

We choose the number « so that 4m C,..;7(B \ B,;) < U(B;_,), for example

_ m—4
. \/ A=y
3500m

Next we observe that if C, is sufficiently small, e.g, is such that

1
dm Crefogo < B (7(31—7) —4m Crefﬂ(B \ Bﬁ))

then by shrinking ¢ > 0 the number 4m C,..;(C(0)+C 7(T4,)) can be arbitrary
small and thus

4m Cyej7(B\ B,) + 4m Cyet (C,, + C(0) + C(Tyy)) < 7(B),
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contradicting (3.2.26). This finishes the proof of Theorem 3.2.1]

3.3 Tangent maps at the boundary

In this section we prove, using the compactness result from the previous section,
that limits of rescaled maps converge strongly to boundary tangent maps, which
are homogeneous of degree 0 and have constant values on the flat part of the
boundary 0B™. Next, we show how to rule out the possibility of existence of
nonconstant minimal minimizing biharmonic maps from a half ball, that are
constant on the flat part of the boundary 7). Finally, combining results of this
section, Scheven’s lemma, which states that the tangent maps that occur in
the dimension reduction argument are minimal, and Gong, Lamm, and Wang’s
epsilon regularity result — Lemma — we give the proof of the main result.

Definition 3.3.1. Let a € T} and = € +(B{” — a). We define the rescaled map
by
ug () = ula + Az).

A map v € VVZZOQ

“(R™,N) is called a tangent map at the boundary of u at the
point a if there exists a sequence \; ~\, 0 with u, ), — v in W22 (R™, N) as

loc
17— 00.

Lemma 3.3.2. Let u be as before with boundary values p € C* and let a € T.
Then for each sequence {\; };cn for which 0 < \; < 1, there exists a subsequence
Ai; — 0 such that the maps uy,, converge strongly in WQ’Q(BIF/WN) to a map
ug € W22(B*, N) that is biharmonic, homogeneous of degree 0, and has constant
boundary values on T}.

Proof. STEP 1: STRONG CONVERGENCE. Observe that sup; ||u,

W2’2(B+) < OO.
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Indeed, by a change of variables

2

12(B) = /B1+ I\ VZu(a + Nx))* do = )\?_m/+

B/\i(a

IV uan,

|V2ul* dy.
)

The supremum of the latter one is bounded by Lemma|3.1.7, Moreover, UO‘Tl =
¢(a) by the continuity of . Thus the assumptions of Theorem|3.2.1|are satistied
and we obtain the strong subconvergence to .

STEP 2: HOMOGENEITY OF DEGREE 0. By strong convergence and Lemma [3.2.4]
we have

H}(0,r) = lim H (0,r)= lim H/S(a,rr;) =lim H, (a, p)

i—oo T i—00 JAN)
RL(0.7) = lim RY, (0.7) = lim R (a ) = lim (0. ).

Thus, H; (0,7), R} (0,7) do not depend on r and we denote

H;5(0) = lim H (a.p), Ry (0) = lim 1 (0. p). (33.1)

Now by monotonicity formula (3.1.6)
P/ (a,p,7) < eCTH;;p(a, r) + eCTR;p(a, r) 4+ Cret”
c
o HJ;P(CL’ p) —¢€ pR:,(p(av p)
In particular

/ [z = ) (u = @)a]”

|z — al™

dx < eCTHIw(a, r) + eCTR:;w(a, r) 4 Cret”
B (a)\B] (a)

— H (a,p) — "R} (a, p).
By passing to the limit in the last inequality with p ~\, 0 we obtain

; B 2
[ Mool ooy i
B (a)

[z —al™

(3.3.2)
— H(0) — R/, (0) + Cre".
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By a change of variables

. ) i
/ ‘(I T a)z(u T 90)33@ dy — / "ZC (uaﬂ“)wi |2 dx
B/ (a) |z — al™ By |z |™

Thus, passing with r to zero in (3.3.2) we get

' (u 2
lim/ [+ (ttar )y, | dr =0
r—0 Bf |§C|m

and as a consequence z'(ug),, = 0 a.e., which implies the desired homogeneity.

[]

Lemma 3.3.3. Any minimizing biharmonic map uy € W?>*(B{", N) that is ho-
mogeneous of degree 0 and that is constant on By N {x,, = 0} must be a constant.

Proof. For m < 4 by Sobolev embedding theorem a mapping in %2 must be
continuous. Being homogeneous of degree 0, it must be a constant.

For m = 4 assume, contrary to our claim, that g is a nonconstant minimizing
map from B* to N. Let y = B(x) = 2x. Simple calculation gives

0</ \Au0|2dx:/ | Aug(22)|* - 24 da
BY B}

1 1
2

= [ 18w H@IVBE@I 2 s = [ (Aug(e) da
Bt By

2 2

</ | Aug(z)* do < oo,
BT

1

which is impossible.

For m > 4, we shall consider the energy of a comparison function v,, the same
as in [28, proof of Theorem 5.7]. We use spherical coordinates to represent a
point X on the hemisphere dB; N {x,, > 0} by a point w € S™ 2 and the angle

68



Figure 3.1: Proof of Lemma 3.3, the relation between «, § and ¢

¢ €0, %W] Let0 < a<1,A=(0,...,0,«) and # denote the angle between
vectors AX and AN (where N = (0,...,0,1) is the north pole). The angle ¢

satisfies the relation
0 = ¢ + arcsin(a sin 6). (3.3.3)

As the angle ¢ ranges between 0 and %W, the angle 0 ranges between 0 and
O(a) = arcctg(—a) = m — arcsin((1 4+ o2)~2). The distance between z and
(0,...,a)is R(¢,a) = [(ov — cos ¢)? + sin® ¢]2. The desired comparison map-
ping is given by

Vo (0, w) = ug(p,w) forf € [0,0] and w € S" 2. (3.3.4)

Let J(a) = [, |Ava|? dz denote the Hessian energy of v,. One can compute

J(a) =
_/9(a) /R(@Oé)/ 1 i
—Jo 0 sm—2 r4gin® 0 —

sin™ 2 0r™ ! dw dr db

2

o, 0% 0%
cos@ae +sm0802 + sin 0(%)2

2

822‘

Ow?

i Q,UZ
COS 0 ¢ +sinf 7B +sin~ ' 6

00 0

A b>

L ainm—4 m—4
sin 9—m — 4R (¢, ) dw db.

Changing variables according to § = 6(¢, ) : [0, 37] x [0,1) — [0,0(c)), we
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find that J(«) equals

J'(a) =
Sy
m_4 0 Sm—2

mwaﬁ%
+ sin 0(¢, ) %2;26 (%>2 + %1;0 g(zgf +sin~* 00;5; 2
s 46(6, )R Hoy0) | | dodo

We denote

o) = ot 5800 4o | 528 (50" DT o

Since J(«) has a minimum at o = 0, the one-sided derivative J'(0") is non-
negative (we cannot strengthen this into J'(0) = 0 as v, is not necessary dif-
ferentiable on an open interval containing o = 0). We compute this derivative

d
—4)—=J'(a) =
/ / - om—4 m—4 a0
2R, )5 K 0, )i 00, )R 0,0) | 5
2 m—>5 00 m—4 90
+ | K (o, w, @) ((m 4) sin 900898 R %

OR

4 m— 4(9Rm 5
+ (m — 4) sin a

8¢ +sin" " OR™™ a¢>dwd¢,
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where
0 . 00 Oul, O ouly 9?¢
aaK(oz,w,gb) = sm(‘)(gb,a)a& 96 06 + cos0(¢p, a) 96 9690
00 [a%g (@)Z aug@]

+eosb(o. )50 1 5 \a8) T 90 082

| O*ul dp 0*¢  Ouly 93¢
-+ sin 9(§b7 04) [2 a¢2 %698@ + e 69260‘]

— sin"26(¢, a) cos H(9, a)g—zgjj‘f.
Using the following observations:
(i) R(¢, ) |a=0= 1, (vi) [0%¢/0000)— = — cos ¢,
(i) 09/90]0mg = sin ¢, (vii) [0%6/00200] 0y = sin &,

(iii) [00/0¢],_o =1 = [0¢/00],_,,
(iv) [OR/0al],_o = — cos ¢,
(v) [0%0/0¢0a)a=o = cos ¢, (ix) sind(¢, @) |a=o= sin ¢,

(viii) [0%¢/06%|a=0 = O,

0%uf) 2

2. i
07 ug

and letting e(uy) = Zle COS cb%—lff + sin g5 + sin~t ¢ o sin™* ¢, we con-

clude that
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/2
0 < (m—4)J/(0%) = — / cosé | e(ug) dwde
0 sm-2

/2
+ (m —4) /0 oS ¢ e(ug) dw do

§m— 2

/2
—(m —4) /0 CoS ¢ /sz e(ug) dw d¢

/2
+/O cosqb/Sm_2 e(ug) dw d¢

/2
= —/ Cos ¢ e(up) dw dp < 0.
0 §m-2

Hence, e(ug) = 0 for almost all (¢, w) and uy must be continuous, therefore
constant. ]

We will need the following lemma due to Scheven [47, Lemma 4.2].

Lemma 3.3.4. Assume that € W2>(R™, N) is a tangent map of a minimizing
biharmonic map and for some 5 < k < m it satisfies sing(v) = R™* x {0}
and 0v = 0 for all1 < i < m — k. Then the restriction v = U |(gyxr+€
C>*(R*\ {0}, N) is a minimizing biharmonic map and homogeneous of degree
zero.

In the following proof of the boundary regularity by the above lemma we will
get that the maps that appear in Federer dimension reduction argument are
minimal. We will not repeat the whole argument, as it is known for experts.
Instead we refer the interested reader to [51, Theorem A.4.] and in the case of
harmonic maps [48] pp. 332-334]

Proof of Theorem We note that the boundary regularity of biharmonic maps
follows for m < 3 by Sobolev embedding and in the critical dimension m = 4
is already known (see [34]). We follow the proof of [28, Corollary 5.8., p. 579].
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For m = 5 every map which is homogeneous of degree 0 map must be smooth
away from the origin.

For m > 5 we make an (m —4) repeated formulation of boundary tangent maps
(see [48] Proof of Theorem II and IV, pp.333-334]), until we obtain a boundary
tangent map at a point b € T} in the form uy(x,y) = vo(y), where (z,y) €
R™™5 x R® and vy is a map whose only discontinuity occurs at the origin. In
this case, it follows from Lemma that vy and hence 1 is minimizing. By
Lemma [3.3.4 1 is homogeneous of degree 0 and constant at 7;. Thus, by [3.3.3|
up 1s constant.

In order to obtain 1y we constructed a formulation of boundary tangent map,
each time getting a sequence of maps converging strongly to a boundary tan-
gent map. Now applying a diagonal sequence argument we extract a subse-
quence \; and rescaled maps uy ), which converge strongly to uy as A\; ™\, 0.
Therefore, because v is constant, for each ¢ > 0 there exists a number M > 0
such that for each ¢ > M

s 4—m \: 2—m
<—Z) / [V?ul? de < e, (—Z> / IVul?dz < e. (3.3.5)
2 B, (b) 2 B} (1)

We claim now that for every € > 0 there exists R > 0 such that for each A < R

At / V2| do + A" / Vul*dr < e. (3.3.6)
B (b) NO)

By

Indeed, assume on the contrary that there exists an € > 0 such that for each
J € N there exists a \; < % such that

e < )\?_m/ |V2u|2da:+)\?_m/ |Vul? dx
x (D), By (b)
’ ’ (3.3.7)

~ / V2, (y) dy + / Vs, () dy.
Bi(b) B+b)

1
2

(

But this contradicts the strong convergence of u,, in W?? (BJr ) to a con-

1/2)
stant map.
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Now by Lemma [3.1.8] (3.3.6) implies for an r < R

2 4
IVl pomeaist gy + V0l s ) < Crv/e. (33.8)

Thus, by Theorem [3.1.1|we finally conclude that u € C*°(B/ (b), ). O

2
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Appendix A

Harmonic maps

We shall extract the formula for [¢)],, given in Definition As mentioned
in Section this follows the construction of Almgren, Browder and Lieb in [2,
Appendix A.2].

Rotate S? so that p is the south pole z5 = (0,0,—1), let ¢ = 2/J, and work
in the spherical coordinates (¢, #), where ¢ € [0, ] stands for the polar angle
(¢ = 7 corresponds to xg) and 6 € [0, 27| — for the azimuthal angle.

Let ® := [p1],,,2/; on the spherical cap D(xg,2/7). Without loss of generality
we assume that ®(zg) = ¢1(xg) = (0,0, 1). On the annulus A(xg;1/7,2/7)
the map ¢, is constant, and ® is Lipschitz with a constant not depending on j.
The main task is to estimate the p-energy of ® on a smaller disk D(xg,1/j),
blown by ® onto a punctured sphere. For the sake of explicit estimates, we shall
extract the formula for ® on D(xg, 1/7).

In the spherical coordinates on S? and the polar coordinates on the equatorial
R?, the stereographic projection ®, is given by ®1(¢,0) = (cot (%) ,0). We
have D(zg,1/7) = {(¢,0): v7; < ¢ < 7} with the latitude angle

1
vj = 2arccos 27 on 0D (zs,1/7).
J
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Thus, in the polar coordinates (p, ) in R?,
Ay i= 1(D(ws, 1/5)) = {(p9): 0 < p < dy i= (452 —1)72}.
We now set <I>|D(T/S,1/j) dyo0 P ]D (zs,1/4)» Where @9 sends an annulus
A~ € A;\ {0}

onto the whole S? without two small caps (by rescaling A and then applying
®1), and ®, is Lipschitz with an absolute constant on A \ A (so that the
resultlng map P satisfies all the requirements of Definition

Specifically, fix 0 < = 3; = %, andlet R = R; = cot & < be the radius of the

circle in R? which is mapped to {¢ B;} on 82 by the inverse stereographic

projection ®; . Set

R. : : _ B.

# : ri = B tan? @ : sothat A;r; = tan @ = cot W—BJ
j

2 2 2
The circle 9B%(0, A\;r;) C R? is mapped by the inverse stereographic projection
to the latitude circle 7 — 3; near the south pole in S?. Hence,

satisfies (7! o A;1d)(4;) = S2N {B; < ¢ < m — B;}. We define the whole
map Po: A; — S? by setting

A =

((71'— &19 for 0 < p <y,
Do (p, V) = < (2 arc cot(ﬂ—j p) 19) forr; <p<p; (ie,on 121]-),
L (d] — P, 19) for ﬁj <p< dj.

Finally, ® = &5 0 ®; on D(zg,1/j).

We make here a few comments:

(a) ® is a composition of a conformal map (P;) and a Lipschitz map ($-) with

constant (3;/r; on the spherical cap D; := D(wg,2r;/4/75 + 1);
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(b) The p-energy of ® on

AV = o (S8 < ¢ < 7—B;}) = A<x5; 2y 2 ) c §?
\/r§ +1 \/ﬁf +1

goes to zero as j — 00,

(c) ® is a composition of a conformal map (P;) and a Lipschitz map (P,) with

' 2) . _ 28 1
constant 1 on the annular region A;” := A(xs; T j).

Thus, by Holder’s inequality and conformality of @,

/Dj Vr®Pdo < <&>p (27{2 (Aj))m. (Hg (Dj))(%p)/?

rj

and

/2 )
/A o | VT®Pdo < (2%2(<I>1(A(.2))))p HE(AP) DR,

J
J

It is easy now to observe that both those terms converge to 0 as 7 — o©.
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Appendix B

Biharmonic maps

Lemma B.0.1. There is a constant C' depending only on m such that for any
0 < r < R and any map u € W??(B}, R") with vanishing W*? trace on
Tr ={x € Bp: x,, = 0} we have

c
2ul? <2/ Aul> + —— 2 . B.0.1
/Bj\v wPdr<2 [ <\ y +(R_T)2|Vu|>d:c (B.0.1)

Proof. The proof is exactly as in [47, Lemma A.1]. We choose the same cut-
off function n € C°(Bg,[0,1]) such that » = 1 on B, and |Vn| < Tcir). If

we assume that u € C*°(B},R') and integrate twice by parts the following

integral
| st
BT

R
the boundary term will vanish on the flat part of B7;, because the W22 trace
of u vanishes there. It will also vanish on the curved part of the boundary, for
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n vanishes there. Thus,

4 3 4
/ N Uy Uy AT = —4/ NN Uy, U, AT / N Uy Uy AT
B}, B} Bf:
R R R

- _4/ ﬁgnxj“wixiuxj dx + 4/ Ugnxiumixj“% dx
B, B},

R R

4
+ 1 Uz Uiy AT
B+

R

Hence,

J

Ve < [ llauPdeC [ ofVal|Vul |9l da
+ + BE

R BR
1
0| Aul® do + 5/

S/
B} B

C
+ R="E /B+ 0| Vul? dx.

The desired inequality for smooth u follows by subtracting % ) Bl n*V2ul? d
from both sides. Now an approximation argument yields the the same argument
for W22 maps. []

n*|V2ul? dx
+
R

The next Lemma shows that by boundary monotonicity formula a bound in
W22 implies a bound in the Morrey space L>™~*. The proof is almost identical
to the proof in the interior case, but as the boundary monotonicity formula
yields an additional term we sketch the proof below.

Lemma B.0.2. Let u € W?*(B},N) be a minimizing biharmonic map with
boundary value o as in (3.0.1), satisfying the boundary monotonicity formula
(8.1.6) and [[u — || yy2e(p+y < 00. Let u be the reflection of u — ¢ given in|3.2.3,
then

sup ,04_’"/ |V2u|? do < C/ V2 dz + C, (B.0.2)
Bp(y) By

yeB, p<1
for constants C = C(m) and C = C(m, N).
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Proof of Lemma We give the necessary modification of [47, Lemma A.2].

We note that since u satisfies the boundary monotonicity formula (3.1.6) we
have for u and a € T} the following

ptm / V%l dz + CeC’ R (a, p)

Bola) (B.0.3)

<C <€CTT4_m/ \V*u|? dx + e“" R} (a,r) + Cfrec’) .
B, (a)

Let 0 < s < 1/8 be given. By Fubini theorem we may choose good radii p < r
with s < p <25 < % < r < 1 such that
PP / Va2 dH™ !t < Os*™ / Vu|? dx
B,(a) Bas(a)
pSm/ ‘V26|2 dem—l < 084m/ ‘V2ﬂ|2 dr
Bp(a) B2s(a)
/ (IV*a]” + |[Val®) dH™ ' < 0/ (IV*u]® + |Vaul®) dx
Br(a) Bl(a)
where the constant C' depends only on the dimension m.
One can easily observe that
1
|R} (a,7)| < CT* m/ (\VQUHVu\ + —|Vu|2> dH™ !
’ T

SUNEUR I
( V24| |Va| + ;|Vu|2> dH™ L.
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Combining this observation with (B.0.3) we get

p4_m/ V2u|* do < Cecrr4_m/ V2u|* da 4 Cre®”
BP(a) Br(a)

SUTEUT S
+Cp4—m/ (yv2u|\vu| +—|vu\2> dH™ !
0B,(a) P
e~y Lo
+ Cecrr4_m/ <|V2u]|Vu| + —\VUP) dH™
9B, (a) r
Thus, since s < p < 2s and by Young’s inequality with €
g / V2| dz < Cp*™ / |V2u|? da
Bg(a) By(a)

1 ~ ~
< —(23)4_m/ |V24|* do + 052_7"/ |Vu|? dx
4 Ba(a) Bau(a)

+c/ \v2a|2dx+c/ Vil dz + C.
By (a) Bi(a)
(B.0.4)

Next, we proceed exactly as in [47]. Observe that by Nirenberg’s interpolation
inequality
IV £1 0y < CO =l Fllwa2e

we have after a few transformations

- 1 - =~
CTQm/ Vaul* doe < —7'4m/ \Vul*dx + C, (B.0.5)
B (y) 4 B-(y)

where C is a constant dependent on the target manifold \. Applying (B.0.5)
into (B.0.4) for 7 = 1 and 7 = 2s, denoting H(7) := 7™ [, (%) |V2|? dx, we

arrive at

~

H(s) < =H(2s)+ CH(1) + C.

N | —

fora110<s<%1.

Thus, for all small o > 0

sup H(s) < sup H(s)+CH(1) <

o<s<1 o<s<1/4

~

sup H(2s)+CH(1) + C.

o<s<1/4

| —
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Since o > 0 the term %sup0,<s<1/4 ﬁ(2s) is finite and can be absorbed by the
left hand side of the inequality giving

~

sup H(p) < CH(1)+C.

o<s<1

The estimate is independent of o0 > 0 and thus the claimed inequality follows.

[]

Remark B.0.3. In the last proof we did not need a higher order reflection. An
odd reflection is enough to ensure that if u — ¢ € Wy *(B*,R’), then the
reflected map is in W2?%(B, R").
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